


Identity Service @ CERN Cloud

Federated Identity and OpenStack Cloud Services

Jose Castro Leon
CERN Cloud Infrastructure

Presenter
Presentation Notes
Hi everyone,
My name is Jose Castro Leon. I am working at CERN on the Cloud Infrastructure Team
This is how to build an openstack cloud, in particular how we build the CERN Cloud
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The agenda for today is the following



CERN
European Organization for Nuclear Research 

• Founded in 1954, 
• Today 21 member states,
• World’s largest particle physics laboratory
• Located at Franco-Swiss border near Geneva
• ~2’300 staff members, >12’000 users

CERN IT to enable the laboratory 
to fulfill its mission:

“CERN’s mission is fundamental research in physics: 
pushing back the frontiers of human knowledge.”
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At CERN, the European Organization for Nuclear Research, physicists and engineers are probing the fundamental structure of the universe.
Founded in 1954, the CERN laboratory sits astride the Franco-Swiss border near Geneva. It’s the world’s largest particle physics laboratory and now has 21 member states.

CERN’s mission is fundamental research in physics, pushing back the frontiers of human knowledge and the objective of the IT department is to enable the laboratory to fulfill its mission. 



Agile Infrastructure
Identify new tools needed to build CERN Cloud Infrastructure

5

Configuration Tools Monitoring Tools Storage SolutionCloud Software
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So after this analysis, a IT project started to review/rework the complete procedures to manage the servers at the computer centre. The project was called the agile infrastructure.
There are 4 areas to review (configuration, iaas, monitoring and storage). In all of them we have a look outside and identify the technologies that were the most appropriate for each specific part.



OpenStack Architecture Overview
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Here is the basic architecture of Openstack. In these we can see the several services like compute, networking or storage offering their APIs to the users to consume resources. There is also the dashboard that allows the users to interact with the APIs through a website. On the bottom part there is a set of services that they are not offering resources but they are needed for the cloud, like authentication/authorization, databases, message brokers…




OpenStack projects
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So Openstack is composed into projects, here is a list of some of them



OpenStack @ CERN
• Configuration infrastructure based on Puppet
• Community Puppet modules for OpenStack
• Scientific CERN 6, CERN CentOS 7 Operating Systems
• RDO Community Packages

• Series of (pre)production services increasing features and 
scale

• Private Cloud extended across computer centres

8

Presenter
Presentation Notes
So this is the strategy of the CERN deployment. We use the configuration infrastructure service that allows us to configure each machine and maintain it over time. For configuring the machines and services we decide to use the community puppet modules.
All our infrastructure is RHEL based and we use RDO Community packages for our cloud.

The plan was to offer a series of preproduction services. In each of them we increase features, availability. It also served us to gain experience with the service itself and understand the end user community.
We want also to extend this infrastructure to our datacenter in Wigner.



CERN OpenStack projects
• Modular architecture
• Designed to easily scale out
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CERN Cloud Infrastructure

Neutron

NovaHorizon

Glance

Heat

Keystone

CeilometerCinder

Magnum
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Among the multiple projects available in the OpenStack community, right now we are using the following projects for our cloud. This does not mean that we are not interested in the others. These are the ones in production right now and we are investigating some others by looking into our users needs and its applicability at CERN. We were interested in baremental provisioning and it didn’t get through. We are looking right now into network and containers and they look even 
we use a modular architecture and we designed to easily scale it out.



Identity Service @ CERN
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• Integrated with CERN AD via LDAP backend
• CERN’s Active Directory infrastructure:

• Unified Identity across the site
• 44k users, 30k security groups
• ~200 arrivals/departures per month



Identity Service @ CERN
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• Integrated with Resource Management
• Self-service subscription for CERN users

• Created "Personal Project" with limited quota
• Shared projects created upon request
• ~2000 users, ~2400 projects

• Lifecycle compliant with standard CERN policies



Identity Service @ CERN
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• Several AuthN methods

v2

v3

basic
kerberos

x509
SSO

basic

load
balancer

catalog

catalog



Federation
• Joint project with rackspace
• Hybrid Clouds

• Seamless cloud bursting (Private  Public)
• 30 Public Cloud providers plan to offer it
• Online Experiment trigger farms
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Our goal was not only to have a private cloud. We believe in the hybrid cloud model. In this model a private cloud can manage a high user demand by offloading it to a public cloud provider. So you can have better elasticity of the user demand.
In the other hand a user can see it as a cloud of clouds where several clouds are interconnected and he can decide where to put his workload while using the same credentials among all cloud providers. 
So this is why we launched an openlab project with Rackspace to enable federation among Openstack clouds. Since the last release kilo, the foundation code is there and there are more than 30 public cloud providers plan to offer it as their business models.



• Major upstream contribution
• 1st site to have WebSSO enabled
• Keystone configured as SP on CERN IdP

• Microsoft ADFS + mod_shibd
• Leverage current eduGAIN federation

• Explore k2k
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• Resource request
• Shared project lifecycle
• e-group ACLs
• Additional configuration (HW mapping…)

• Mapping rules if needed
• Auditing through CADF
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Indigo Datacloud
• Develop an open source platform for computing 

and data targeted at multi-disciplinary scientific 
communities provisioned over hybrid e-
infrastructures

• Participating in WP3, WP4 and WP5
• Providing resources using eduGAIN federation
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• Upstream
• Use of keystoneauth instead of keystoneclient

• CERN
• ADFS + kerberos authentication plugin
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Work in progress



• OpenStack Federation is there and working
• All the code is open source and upstream
• Extendible to new Auth methods as needed
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Thank you
github.com/cernops
openstack-in-production.blogspot.ch

jose.castro.leon@cern.ch
marek.denis@cern.ch
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CERN IT Infrastructure in 2011
• ~10k servers

• Dedicated compute, dedicated disk server, dedicated service nodes
• Mostly running on real hardware
• Server consolidation of some service nodes using Microsoft Hyper-V/SCVMM

• ~3400 VMs (~2000 Linux, ~1400 Windows)
• Various other virtualization projects around

• Many diverse applications (”clusters”) 
• Managed by different teams (CERN IT + experiment groups) 
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So now let’s go back to the state of the IT infrastructure in 2011

We had around 10k servers dedicated to compute, storage or service nodes running on real hardware.
There was several attempts to consolidate some of the service nodes into VMs in which the most successful one CVI had 3400 VMs on 400 hypervisors.

If you have a look on the workload we have many diverse applications managed by different teams from IT or from the different experiment groups



CERN IT challenges in 2011
• Expected new Computer Centre in 2013
• Need to manage twice the servers
• No increase in staff numbers
• Increasing number of users / computing 

requirements
• Legacy tools - high maintenance and brittle
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And then along with the update of the LHC, the computing capacity was not enough to cope with the data served. So we needed to extend our computing capacity with a new computer centre in 2013
This increase of capacity meant that every service manager need to manage twice the servers because there were no increase in the staff numbers. We had a look on the tools that we use and after an analysis we found they were not adequate for this task.



Why Build CERN Cloud
Improve operational efficiency

• Machine reception and testing
• Hardware interventions with long running programs
• Multiple operating system demand

Improve resource efficiency
• Exploit idle resources
• Highly variable load such as interactive or build machines
• Accountability

Improve responsiveness
• Self-service

Experiments started to use public cloud resources
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So why to build a cloud? Because we need to improve some aspects and a cloud environment is a perfect fit for these use cases. 

We need to improve the efficiency on operations and on resources.
When we receive physical machines, we need to validate them and put then in production as soon as possible.
We need to deal with hardware interventions affecting machines with a long running application that need to be drained before any operation is made.
We have services with different operating services and stacks.

We need to improve the resource utilization.
The application load is highly variable, interactive clusters, build services… So we have cases in which the resources are not fully used.
The idea is to reuse these spare cycles for some other applications to maximize the resource utilization.
We also need to account the operations and resources used in the cloud in order to improve the resource efficiency.

And at last we need to improve the user response, the service provided needs to be self-service so the user directly requests the resources and it is self managed



CERN Integration (Resources)
• Self-subscription service
• Unit of ownership => Project
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Type Request Affiliation
Expired

Account
Disabled

Account
Deleted

Personal On Subscription - Stop 
Resources

Delete
Resources

Shared On Request Promote
owner

- -
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