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The Grand Challenge for proposed upgrade of LHCb experiment: : t l %I’"

= 500 Data sources each generating data at 100 Gbps. n e ‘

= Requires an FPGA DAQ module that s NUIM‘A;YNOOTH
» handles data generated by the experiment » dynamically adapt to potentlal inadequacies of other components

» maintain real time operation while at the same time maintaining system stability and overall data integrity
The Header Generator module is used to packetize the streaming data from the detector’s Front-End electronics before

it is sent to the PCs for further processing. The objective is to create a meta header or an index by creating packets out
of 100s of small event dataset. This Header contains the total length of the packet, i.e. the sum of lengths of the
individual datasets, the length of the largest dataset and a few other details calculated from information in the stream.
The Source Emulator generates the data stream that becomes the test input for Header Generator.

Breakdown of major challenges for this module
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. > And when back pressure eases, continue as if nothing happened
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Balancing Hard Real-time with Data Integrity and System Stability
How it is done

‘ ‘ ‘ ‘ ‘ ‘ ‘ .. ] . The current dataset length and its | Wwhere it fits in ,_ S
— offset is used to calculate the offset DAQ: Core Network BU: Builder Unit
of next header /7_'/‘ \'\'\ P Plter Ot

» Dynamically rewritten header for ~600><RU/BU/FU‘/‘/ ’ Here \! ‘\’

shorter invalid packets

—~ e \ 1 / = farm\\,z

Lines that are discarded entirely [ O i J [ TOR switch

S S S NS NS S
FU FU

~50x

The Data Flow
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