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| The performance gap between the libraries and SCIF, for message sizes in the range

Fp)gg:'(:::)_ttehihr __ PS\eecr:]edl\e/fr 1[1-100 MB], is one order of magnitude in favor of SCIF. This difference can be attributed
- | to the fact that SCIF uses PCle directly with DMA transfers whereas message libraries
In order to measure the performance of the | use the (single threaded) TCP/IP stack over PCle with huge software overhead. These
SCIF native transport protocol of Intel Xeon facts provide additional motiviation in implementing support for the SCIF protocol in @MQ.

Phi coprocessor, the SCIF-perf-bench was | A high performance transport solution for ALFA on Intel Xeon Phi coprocessor will potentially 4

developed: | increase the performance gains of porting complete ALFA devices that encapsulate

SCIF-perf-bench/sink _ Receijver | computation intensive processes. We plan to investigate the possiblity of boosting the
SCIF-perf-bench/source - Sender performance of such processes on the Intel Xeon Phi coprocessor by taking advantage

of the vectorization and parallelization capabilities of the manycore platform.
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