w W

$
HUAWEI CERNopenlab

EVALUATION OF THE
HUAWEI UDS GLOUD STORAGE SYSTEMS
FOR HEP APPLICATIONS

Maria Arsuaga-Rios, Seppo Heikkila and Dirk Duellmann

We evaluated the recent UDS version V100R002C00 focusing on scalability in realistic HEP
applications such as ROOT analysis and software distribution via CvmFS/S3. Results show
that both Huawei storage systems fill the 20 gigabit network bandwidth by obtaining a
successful scalability regarding throughput and metadata performance measurements.
Moreover, we used the ROOT framework to simulate end user analysis access, which is
often characterized by sparse, random access. During this evaluation, we discovered that
Amazon S3 and Ceph do not support the multi-range HTTP requests that are commonly
used in HEP analysis, when both UDS generations support them and even reach the
full network bandwidth in all cases. Both Huawei cloud storage systems have been
demonstrated to function as expected as back-end for a large scale software repository
hosting nightly builds of the LHCb experiment software.
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