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We evaluated the recent UDS version V100R002C00 focusing on scalability in realistic HEP 
applications such as ROOT analysis and software distribution via CvmFS/S3. Results show 
that both Huawei storage systems fill the 20 gigabit network bandwidth by obtaining a 
successful scalability regarding throughput and metadata performance measurements. 
Moreover, we used the ROOT framework to simulate end user analysis access, which is 
often characterized by sparse, random access.  During this evaluation, we discovered that 
Amazon S3 and Ceph do not support the multi-range HTTP requests that are commonly 
used in HEP analysis, when both UDS generations support them and even reach the 
full network bandwidth in all cases. Both Huawei cloud storage systems have been 
demonstrated to function as expected as back-end for a large scale software repository 
hosting nightly builds of the LHCb experiment software.
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The first UDS generation successfully scales until it reaches the full network 
bandwidth when reading 100% and 0.1% of entries. In case of 1% of entries, 
the bucket is over-stressed due to too many clients are accessing to the 
same small amount of data.

The CvmFS with S3 storage back-end was tested together with the LHCb 
experiment by publishing daily the latest version of the LHCb experiment’s 
software stack. The test was run 110 days and in average 162 ± 28 
thousand new files occupying 7.45 ± 3.78 GB of data was uploaded daily 
to the Huawei cloud storage through the S3 API.

The S3 back-end ability was evaluated to support the garbage collection 
feature of CvmFS by deleting files with 400 parallel requests while 
simultaneously  uploading les with the maximum speed. The delete 
requests decreased the maximum upload speed only slightly, which is 
expected due to handling of the delete requests.
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Both UDS generations 
successfully scale until 
they reach the full 
network bandwidth.

1ST UDS 
GENERATION
• 384 disks
• 768 TB
• 7 front-ends
• S3 multipart

uploads not
supported

2ND UDS 
GENERATION
• 300 disks
• 1.2 PB
• 4 front-ends
• Supports S3 

multipart uploads
• Less rack space
• More compact

storage nodes

 �Concurrent client accesses 
to real ATLAS ROOT files

 �Sparseness, entries 
accessed

• 100%, 0,1%, 0,001%
 �Two use cases:

• 1 bucket
• 64 buckets
 �Huawei supports multi-

range requests:
• Ceph and Amazon S3 do not

support multi-range requests
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