elerating Science
and Innovation. -




What IS CERN

The European Particle Physics Laboratory based in Geneva,
Switzerland

— Current accelerator: The Large hadron Collider (LHC)

Founded in 1954 by 12 countries for fundamental physics
research in a post-war Europe

Today, it is a global effort of 20 member countries and
scientists from 110 nationalities, working on the world’s
most ambitious physics experiments

~2’300 personnel, > 10’000 users
~1 billion CHF yearly budget



CERN openlab

* A unique research PARTNERS
partnership between
CERN and the industry \ »

e Objective: The .\ g R intel)

. %
advancement of cutting-

ORACLE
edge computing solutions CERII}:!
openia SIEMENS
to be used by the P

worldwide LHC | | s
community o




CERN: The Mecca of the Particle
Physics Community

... bringing the world together



WHY “CERN”?



> 95% B I aC k h O I e HY2 . 10 light days -
UNKNOWN

STUFF

IN THE
UNIVERSE

0.03%

Ghostly Neutrinos:
0.3%

Stars:

0.5%

Free Hydrogen
and Helium:
4%

Discrepancy between
observed mass of stars &
Dark Matter: . .
25%, galaxies and their
gravitational motion

Dark Energy:

o . . : 6
L To explain accelerating expansion of the universe



Fundamental Physics Questions

Why do particles have mass?
Newton could not explain it - and neither can we...

What is 95% of the Universe made of?
We only observe a fraction! What is the rest?

Why is there no antimatter left in the Universe?
Nature should be symmetrical, or not?

What was matter like during the first second of
the Universe, right after the "Big Bang"?

A journey towards the beginning of the Universe
gives us deeper insight

The Large Hadron Collider (LHC), built at CERN, enables us to look at
@ icroscopic big bangs to understand the fundamental behaviour of nature
2
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Science Is more and more global

Distribution of All CERN Users by Nation of Institute on 4 April 2012

MEMBER STATES

Austria 102 §

Belgium 138
Bulgaria 53
Czech Republic 202
Denmark 75
Finland 101
France 908
Germany 1318
Gr 105
Hungary 57
Italy 1417
Netherlands | 86
Norway 90
Poland 206
Portugal 133
Slovakia 61
Spain 363
Sweden b
Switzerland 397
United Kingdom 784

6784

OBSERVERS
India

Japan

Russia

lurkey

CANDIDATE FOR
ACCESSION

Romania 78

ASSOCIATE MEMBER
IN THE PRE-STAGE
TO MEMBERSHIP
Israel 67
Serbia 26

OTHERS

Argentina
Armenia
Australia
Azerbaijan
Belarus
Brazil
Canada
Chile

China 115
China (Taipei)
Colombia

Croatia

Cuba

Cyprus

Egypt

Estonia

Georgia

lceland

Iran

Ireland
Korea
Lebanon
Lithuania
Malta
Mexico
Montenegro
Morocco
New Zealand

Oman
Pakistan
Peru

Qatar

Saudi Arabia
Slovenia
South Africa
I'hailand
I'FYR.OM
lunisia

Ukraine
Uzbekistan




Higgs boson-like particle discovery
claimed at LHC
- |

By Paul Rincon

Science editor, BEC

to this ——>

e .
The moment when Cern director Rolf Heuer confirmed the Higgs results

@‘ Cern scientists reporting from the Large Hadron Collider (LHC) Relat
X ) have claimed the discovery of a new particle consistent with the s

Higgs hoson.



Some facts about the LHC

Biggest accelerator (largest machine) in the world
27 km circumference, 9300 magnets

Fastest racetrack on Earth
Protons circulate 11245 times/s (99.9999991% the speed of light)

Emptiest place in the solar system — high vacuum inside
the magnets:
Pressure 1013 atm (10x less than pressure on the moon)

World's largest refrigerator (need only 1/8 of LHC
magnets to qualify): -271.3 °~ C (1.9K)

Hottest spot in the galaxy

During Lead ion collisions create temperatures 100 000x hotter
than the heart of the sun; new record 5.5 Trillion K

World’s biggest and most sophisticated detectors
150 Million “pixels”

Most data of any scientific experiment
15-30 PB per year (as of today we have about 60 PB)



CMS?

ATLAS superimposed to
a CERN 5-storey building

il ATLAS CMS
gh  : 21
Magneticfiekd  : 4 Teska CMS-PARA-DD1-11/07/97 aepe

S
Overall weight (tons) 7000 12500
Diameter 22 m 15m
Length 46 m 22 m

Solenoid field 2T 4T



Some history of scale...

Date Collaboration Data volume, archive
sizes technology

Late 1950’s 2-3 Kilobits, paper notebooks
1960’s 10-15 KB, punchcards

1970’s ~35 MB, tape

1980’s ~100 GB, tape, disk

1990’s 700-800 TB, tape, disk

2010’s ~3000 PB - EB, tape, disk

For comparison: CERN has about
1990’s: Total LEP data set ~few TB 60,000 physical
Would fit on 1 tape today disks to provide
about 20 PB of
Today: 1 year of LHC data ~30 PB reliable storage




Collisions at the LHC: summary

Proton - Proton 2808 bunch/beam
Protons/bunch 10"
Beam energy 7 TeV (7x10'2eV)

Luminosity 10%4cm2s1
Bunch - .
_“:' “":‘: ___ _::,:n‘:‘_’vg’:s}, Crossing rate 40 MHz
Proton |
6 . Collisionrate= 107-10°
Parton

(quark, gluon)

New physics rate = .ooooh

Event selection:
1in 10,000,000,000,000

Particle A
jet jet

S /13/







Tier 0 at CERN:
Acquisition, First pass reconstruction, Storage & Distribution

CERN Computer Centre

-
-
-
-
a
-

LHCb ~ mMBIm Tt
ATLAS ~ 320 Hstec

.-r..-

( ALICE ~ 106';|Mste-:

ey = CMS ~220 MB/sec - (ions)




What is this data?

Raw data:

Was a detector
element hit?

How much
energy?

What time?

Reconstructed
data:

Momentum of
tracks (4-vectors)

Origin

Energy in clusters
{ES)

Particle type

Calibration
iInformation

GATLAS

EXPERIMENT

http://atlos.ch
Run: 2085113
Event: 1261181



Data Handling and Computation
for Physics Analysis

Online
trigger
and filtering

Processed Data

(Active tapes)
t
oy \Bvent /)
| —_ ~ summary
_— data

—‘ 10%

Raw

100% data

Event
\\ reprocessmg
Offlme Analysis w/ROOT
Event : Analysis objects
simulation __ , (extracted by physics topic)

Batch
physics
analysis -

1%

S

Offline Simulation

w/GEANT4




= Signal/Noise: 1013 (10 offline)

z @*"; _ Data volume

High rate * large number of

channels * 4 experiments

Overall compute power

Event complexity * Nb. events *
thousands users

Worldwide analysis & funding

Computing funding locally in major
regions & countries

SHEERNEREISS

VAV B e =
Worldwide LHC Computifig)Grid

W

-~ The LHC Computing Challenge

00 b~

vents/500 MeV for 11

Level-1 Rate (Hz)

a000 By

FO00

a0

High Level-1 Trigger
(1 MHz)

I LHCb
) 1 R Iov C ATLAS
10° § 'cms
' ‘HERA—B

CDF Il
D0 I

High No. Channels
High Bandwidth
( 1000 Gbit/s)

High Data Archives
(PetaBytes)

‘)TQ_L:CE

--,_\\‘-\ ‘ BaBar

CDF, DO
HT“R
ZEUS T\

\
\

UA1 \

. 10° 108
W LEP
Event Size (byte)



So, what are our issues with Big Data?

challenges

store chunks

protocol

Control files 8. request
size mus t

Summary metadata science - nl"mmms
Y loss encryption S protocols available

distribute

Scheduling

client

« arbitrary
Monitoring
new

ge

hardware

1 Replication

components g backup

o certificates:

2SEI'VICE

latency " time ;

o . requests
u-., ‘2 Authorization
QPIS Quotas "% RAID Authentication
llablllt 8 resonices eficiency

Workflows independent ° Possible
Cache pe
services Server

parameters

polynomial

gorithms private CIoud :
=
system space S database
operation ﬂ
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ACLperformance
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WLCG
Worldwide LHC Computing Grid

=

A distributed computing
infrastructure to provide the |
production and analysis - Tieod Somes
environments for the LHC

experiments

SARA-NIKHEF

et bt b ars

Managed and operated by a
worldwide collaboration
between the experiments
and the participating
computer centres

The resources are distributed NS Tier-2 (~130 centres).

_for funding and iolosical « Data recording « Simulation
ortu & ahd soclologica * Permanent storage « End-user analysis
reasons

e |nitial data reconstruction
e Data distribution

Our task was to make use of
the resources available to us
— no matter where they are

Tier-1 (11 centres):
Permanent storage
*Re-processing
located oAna|ysiS




WLCG Grid Sites

2 S

= Today >140 sites
m >250k x86 PC cores
® Tier O ® Tier 1 ® Tier 2 m >150 PB disk



Worldwide LHC Computing Grid

=

50000000 -

E LHCb
40000000 | CMS
H ATLAS

This is close to full capacity
We always need more!

Processing on the grid

1.5M jobs/day

Usage continues to
grow...

- #jobs/day

-  CPU usage

~ 150,000 years of CPU
delivered each year

200000000

1E+09 o

500000000 -

200000000 -

700000000 -|

600000000 -

500000000 -

400000000 -

300000000 -

6

E1HCb

== 10° HEPSPEC-hours/month
(~150 k CPU continuous use) |




Data recorded: 2012-May-13 20:08:14.621490 GMT

Run/Event: 194108 / 564224000 . >2

D 000 CMS Preliminary —— S/B Weighted Data
=7TeV,L=5.11b" S+B P

81 °00 :2 -8 Tiv L=53f0" g Fit Component

©1600 iy ’ \

— o\

1400

n

40,:;1 200

>1000

L

T 80°

[0} 8 .

=

10 {s =7 TeV (2011), [Ldt=4.81b"
Is =8 TeV (2012), [Ldt=5.9fb"
1 E—
107
1025 W\ /& T
-3
1 0 EPS July 2011
- —— Observed
10 4 ---- Expected

-5 %
1 0 CERN Seminar 12/20111 *
—— Observed

1 0'6 ffffff Expected

107 k- Spring 2012 S, 4Jduly2012
Observed . Observed *-.__
B[ ------ Expected mmn Expected .
10 1 1 1 1 I I I | | 111 1 I | I“I | I L1 1 1 I 111 I

110 115 120 125 130 135 140 145 150
my [GeV]




. W-LCG has been leveraged on both sides
.. of the Atlantic, to benefit the wider

-. ‘;\ scientific community

.‘\"

2

— Europe:

e Enabling Grids for E-sciencE
(EGEE) 2004-2010

e European Grid Infrastructure
(EGI) 2010--

— USA:

e Open Science Grid (0OSG)
2006-2012 (+ extension?)

~« Many scientific applications =

Material Sciences

even Finance



Back to our issues with Big Data

challenges

3 store chunks

protocol

"B Control files
@ size
+& Summary meta

Example

Scheduling

client

request

« arbitrary
Monitoring
new
¢
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loss encryptlon - protocols available

distribute

1 Replication
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SHIFT architecture

(Scalable Heterogeneous Integrated Facility

e In 2001 the architecture won the 21st Century
Achievement Award issued by Computerworld

Three tiers:

CPU CPU
server server

™~ CPU

y and
Network: disk
‘ Disk
- Ethernet
server SMP

Andrew File
QO System
O O Tape Interactive

\/
CLO/ | server SErver




Tier-0: Central Data Manasg

Hierarchical Storage Management:

— Rich set of features:

e Tape pools, disk pools, service classes, instancés, file
file replication, scheduled transfers (etc.)

— DB-centric architecture

Disk-only storage system: N
— Easy-to-use, stand-alone, disk-only for user an
data with in-memory namespace

e Low latency (few ms for read/write open) 7.
* Focusing on end-user analysis with chaotic access

Adopting ideas from other modern file syste
Lustre, etc.)

* Running on low-cost hardware (JBOD an



Active tapes

* Inside a huge storage hierarchy
tapes may be advantageous!

We use tape storage products from multiple vendors



Headnode Central Server

| | [ TapeBrldge

DMd DMd
NS: NameServer —— ool — D
TMd: TransferManagerd __i:% R (m /
DMd: DiskManagerd N R — e — \_ Y,
VMG thpe catalogue Disk Servers Tape Servers
VDQM: drive scheduler et sty




CASTOR current status

CASTOR at CERN statistics

Data size
Data =ize on tape
Hunber of Files
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=
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a8

a
2081 2882 2883 2884 2885 28086 2807 28038 20849 2018 2611 2812

Year

66 petabytes across 362 million files

Credit: J. Iven
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ATLAS job control

(Production and Distributed
Analysis System)

Production N
managers PanDA server Data Management
/ [ System (DQ2) )
production https ﬁg
jOb . N A
submitter w L0C§|
e (bamboo) 088N Cation
— @@ 0 (LFc) S
task/job ~ @
repository | /L N0 N\ L. e
(Production DB) NDGF _
~— N

analysis

https
job P

submit

- ~

EGEE/EGI

End-user

Iarc

ARC Interface
(aCT)

pilot
scheduler
(autopyfactory)




ATLAS User Analysis

Successful Jobs (Time Stacked Bar Graph)
52 Weeks from Week 22 of 2011 to Week 22 of 2012

2,000,000
1,500,000
1,000,000

500,000

ep 2011 Oct 2011 Nov 2011 Dec 2011 Jan 2012 Feb 2012 Mar 2012

sis B MC Production B Group Production M Testing
B Group Analysis L] Data Processing W \alidation B unknown

Maximum: 1,870,481 , Minimum: 0.00 , Average: 1,438,064 , Current: 1,144,030
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Data Analytics

 Huge quantity of data collected, but most of events

are simply reflecting well-known physics processes
— New physics effects expected in a tiny fraction of the total
events:

* “The needle in the haystack”

e Crucial to have a good discrimination between

interesting events and the rest, i.e. different species
— Complex data analysis techniques play a crucial role

EXPERIMENT

800
e
. 1 s A N ) i R 20 GeV (MC) ]
J . “ A N\ E e 1
/ - ? 600
f —— . A \ E + 1
/i o 2 % A B
y : A % - ; ) 4
-: \ 500 Vs=7TeV,| Ldt=491b
[T V. 1 ; 125 Yy :
il v -
i QY ‘ 400} Y !
| | i " 1
3 S I B N 300 TN
3 | | 5 et
)
f 00 + .

oL ATLAS 2011
Vs=7 TeV

95% CL Limit on

NN // soch - (a) CL, Limits
= 3 RN P A I I I T ST YT
110 150 200 300 400 500 ET\UD

( 1 -

ot 'y J 0F FaL L2 I + . re s 2el 4 ¥ +
Number: 159086, Event Number: 64558586 -50F i G V
010-07-14 15:04:51 CEST anE H [ e ]

Credit: A. Lazzaro



ROOT Object-Oriented
toolkit

e Data Analysis toolkit
— Written in C++ (millions of lines)
— Open source
— Integrated interpreter
— File formats

— 1/0 handling, graphics, plotting,
math, histogram binning, event
display, geometric navigation

— Powerful fitting (RooFit) and
statistical (RooStats) packages on
top

— In use by all our collaborations

Credit: F. Rademakers

10} CMS Preliminary —=— CLs Observed
CLs Expected (68%)
CLs Expected (95%)
Bayesian Observed
——— Asymptotic CLs Obs.

95% CL limit on o/ag,,

110 115 120 125 130 135 140 145
Higgs boson mass (GeV)
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RooFit/RooStats

— Standard tool for producing
physics results at LHC

e Parameter estimation (fitting)

* Interval estimation (e.g limit
results for new particle searches)

e Discovery significance (quantifying TR
excess of events) 4?2
— Implementation of several
statistical methods (Bayesian,
Frequentist, Asymptotic)

— New tools added for model
creation and combinations

* Histfactory: make RooFit models
(RooWorkspace) from input
histograms

—_

log(L(w) / L{w,))
Hh AN o N A O ® O

Credit: L. Moneta



ROOT files

Default format for all our data

Organised as Trees with Branches

— Sophisticated formatting for optimal analysis of data
e Parallelism, prefetching and caching
e Compression, splitting and merging

Over 100 PB stored in this format (All over the world)

36



Big Data at CERN

m All of this needs to be covered!

challenges
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Conclusions

Big Data Management and Analytics require a solid organisational
structure at all levels

Must avoid “Big Headaches”

— Enormous files sizes and/or enormous file counts

— Data movement, placement, access pattern, life cycle
— Replicas, Backup copies, etc.

Big Data also implies Big Transactions/Transaction rates

Corporate culture: our community started preparing more than a
decade before real physics data arrived

— Now, the situation is well under control

— But, data rates will continue to increase (dramatically) for
years to come: Big Data in the size of Exabytes!
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