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Data acquisition and storage for LHC (@ CERN

CERN Computer Centre

Worldwide LHC Computing Grid
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CERNIT

se Hadron Collider (LHC) Department

 The biggest machine ever built
— 27 km, 100 meters below ground

e Activities started in 2009
— Highest energy in an accelerator

— Large data sample of recorded collisions
(events) available for high energy physics

(HEP) measurements

» 107 collisions per
second

» Fortunately most
collisions are
uninteresting !

Total Integrated Luminosity [fb ]

CERN IT Department
CH-1211 Genéve 23
Switzerland
www.cern.ch/it
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A distributed computing
infrastructure to provide
the production and
analysis environments for
the LHC experiments

Managed and operated by
a worldwide collaboration
between the experiments
and the participating
computer centres

The resources are
distributed — for funding
and sociological reasons

Our task was to make use
of the resources available
to us — no matter where
they are located

Tier-0 (CERN):
* Data recording
e Initial data
reconstruction
* Data distribution

Tier-1 (11 centres):
Permanent storage
*Re-processing
JAEWAITS

Tier-2 Centres
(> 100)

Tier-1 Centres

----10 Gbit/s link

Tier-2 (~130 centres):
e Simulation
* End-user analysis



Worldwide LHC Computing Grid
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22 PB data written in 2011
More than 6 GB/s to tape during HIl run

USER
NTOF
NA61
NA48
BLHCB
B COMPASS
BCcMmS
B ATLAS
BAMS
WALICE

NTOF, 204294.0676

NA61, 151943.0667_\ ‘ /

NA48, 2161.50686

USER, 1014004.972

LHCB,
2295012.739
AMS, 356237.0997

COMPASS,
1813266.123

ATLAS, 6032366.595

CASTOR data written, 01/01/2011 to 6/12/2011 (in GB)




1.5M jobs/day
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== 10° HEPSPEC-hours/month
(~150 k CPU continuous use)
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CPU Use continues to grow...
even during technical stops
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A distributed computing infrastructure to provide the production
and analysis environments for the LHC experiments

e A collaboration
— The resources are distributed and provided “in-kind”
 Aservice

— Managed and operated by a worldwide collaboration between
the experiments and the participating computer centres

 An implementation

— Today general grid technology with high-energy physics specific
higher-level services

Need to evolve the implementation while preserving the
collaboration and the service
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The Cloud Context

Jse of Cloud
interfaces to sites:
Provide new
services; In
addition to grid
interface

Site Virtualisation
For efficiency, service
provision, etc
(CERN for remote
Tier o)

Data )
processing; |
burstin~ 7

Academic Cloud
infrastructure(s)

Use of Commercial
clouds




Strategic Plan NZE0LA

THESCIENCECLOUD
for a scientific Cloud Computing Infrastructure in Europe

= Establish a sustainable multi-tenant cloud computing
Infrastructure in Europe

= |nitially based on the needs of the European Research
Area & space agencies

= |ntegrate commercial services from multiple IT industry
providers

Lengert, Maryline, Jones, Robert (2011) CERN-OPEN-2011-036
http://cdsweb.cern.ch/record/1374172/
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http://cdsweb.cern.ch/record/1374172
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- European Commission
& relevant projects

User organisations
Demand-side

Cloud Computlng w’;’*_qj/ g "
~ Strategy & T B
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Bringing together all the stakeholders to establish a public- prlvate partnershlp
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@ Timeline Ui

THESCIENCECLOUD

Full-scale
cloud service
Set-up Pilot phase market
(2011) (2012-2014) (2014 ...)
« Select flagship use cases * Deploy flagships * More applications
* ldentify service providers * Analysis of functionality, <« More services

performance &

_ _ * More users,
financial model

 Define governance model

_ * More service providers
e Success Stories
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Pilot Phase Ui

THESCIENCECLOUD

Explore / push a series of perceived barriers to Cloud adoption:

Security: Unknown or low compliance and security standards
Reliability: Availability of service for business critical tasks
Data privacy: Moving sensitive data to the Cloud

Scalability / Elasticity: Will the Cloud scale-up to our needs
Network performance: Data transfer bottleneck; QoS
Integration: Hybrid systems with in-house / legacy systems

Vendor lock-in: Vendor dependency once data & applications are
transferred to the Cloud

Legal concerns: liability, jurisdiction, intellectual property
Transparency: Clarity of conditions, terms and pricing
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H LIX
Governance Model NZEOIA

THESCIENCECLOUD
Proof of Concept stage
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Initial flagships use cases  NZ/BUA

SuperSites Exploitation
Platform

Genomic Assembly
in the Cloud

To support the computing A new service to simplify To create an Earth

capacity needs for the large scale genome Observation platform,

ATLAS experiment analysis; for a deeper focusing on earthquake
insight into evolution and and volcano research
biodiversity

= Scientific challenges with societal impact
= Sponsored by user organisations

= Stretch what is possible with the cloud today
17
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Flagship use cases. Z

Participating Suppliers in THESCIENCECLOUD
Proof of Concept stage
. O
CloudSigma™ _ C
interoute

AUOS

from the ground to the cloud

terradue 20"
be brilliant together

-« T - -Systems- @& St
LABS

the IT architects

Initial results July’12



http://www.terradue.com/

& Addressing actions of S

the . Dlgltal Agenda for Europe” THESCIENCECLOUD

» Supporting the single digital market: building such a European
Infrastructure will help create a single digital market for cloud computing;

 Enhancing interoperability and standards: the European Cloud
Computing Infrastructure will permit geographically dispersed and
separately managed devices, applications and services to interact
seamlessly;

« Stimulating research and innovation: implementing this strategic plan
will generate more private investment for IT research to develop a new
generation of applications and services as well as reinforce the
coordination and pooling of resources;

* Improving trust and security: it will also provide a coordinated
European approach to security for cloud computing and adhere to rules
on data protection.

E Helix Nebula funded by EC under grant 312301 with 1.8M€



A European Cloud Computing Partnership: MLIX
blg science teams up with blg business THESCIENCECLOUD

(e,
d-esa
b eL

To create an Earth
Observation platform,
focusing on
earthquake and
volcano research

EMBL :

THESCIENCECLOUD
Strategic Plan

To support the
computing capacity
+ needs for the ATLAS

Setting up a new
service to simplify
analysis of large
genomes, for a deeper
insight into evolution
and biodiversity

Establish multi-tenant,
multi-provider cloud

h infrastructure
=4

Identify and adopt policies
for trust, security and
privacy

experiment
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Create governance
structure

A

Define funding schemes

Email:contact@helix-nebula.eu Twitter: HelixNebulaSC Facebook: HelixNebula.TheScienceCloud
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There will be IShC GCL,E
more news In
September
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Thank you!
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