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Trillions of protons will race around the 27km ring in
opposite directions over 11,000 times a second, travelling at
99.999999991 per cent the speed of light.



To accelerate protons to almost the speed of light requires a
vacuum as empty as interplanetary space. There is 10 times
more atmosphere on the moon than there will be in the LHC.



With an operating temperature of about -271 degrees
Celsius, just 1.9 degrees above absolute zero, the LHC is
colder than outer space.



When two beams of protons collide, they will generate
temperatures 1000 million times hotter than the heart of the
sun, but in a minuscule space.



To sample and record the debris from up to 600 million
proton collisions per second, scientists are building

gargantuan devices that measure particles with micron
precision.



To analyse the data, tens of thousands of computers around
the world are being harnessed in the Grid. The laboratory
that gave the world the web, is now taking distributed
computing a big step further.



Why?



Newton’s unfinished business... what is mass?

Science’s little embarrassment... what is 96% of the Universe made of?
Nature’s favouritism... why is there no more antimatter?

The secrets of the Big Bang... what was matter like within the first second of the
Universe’s life?
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Newton’s unfinished business... what is mass?

Science’s little embarrassment... what is 96% of the Universe made of?
Nature’s favouritism... why is there no more antimatter?

The secrets of the Big Bang... what was matter like within the first second of the
Universe’s life?



@) =— CERN
7\

To develop new technologies...

Information technology - the Web and the Grid
Medicine - diagnosis and therapy
Security - scanning technologies for harbours and airports

Vacuum - new techniques for flat screen displays or solar energy devices



=

20 Member states
38 Countries with cooperation agreements
111 Nationalities

10000 People



From mini-Einstein workshops for five to sixes, through to professional schools in
physics, accelerator science and IT, CERN plays a valuable role in building
enthusiasm for science and providing formal training..
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The accelerator generates 40 million
particle collisions (events) every
second at the centre of each of the
four experiments’ detectors
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‘good’

a few hundred °
per second.

Which are recorded on disk and magnetic tape
at 100-1,000 MegaBytes/sec == ~15 PetaBytes per year
for all four experiments .
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Tier-0 (CERN):

«Data recording
*|nitial data
reconstruction
Tier-2 Centres e Data distribution

Tier-1 Centres P Tier-1 (11 centres):
i e finks *Permanent storage
. *Re-processing
JAEWSES

HULISEY  oifl ll Tier-2 (=130 centres):
e Simulation
* End-user analysis

CCINZP3 2
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lows and rates

e & |
I +8 s
1 1 4

Scheduled work only!

1000MB/s 420MB/s

1100MB/s 1520MB/s
N
o SNCHSEDN | (2500MB/s)

1600MB/s

Averages! Need to be able to
support 2x for recovery!

Remember this figure
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Stager

Job
Svc

Qry

Svc

Error
Svc

ASTORé

ERN Advanced STORage manager
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@) The real challenge? Users!

TOEXPRESS Service Class

Active tranzsfers - last 24 hours

S0
: e
TOEXPRESS Service Class

Lueued transfers - last 24 hours

FO0O00 -

20000 = |I

TOEXPRERESS Service Class

avallability - last 24 hours

100
| oL L L

ar)




(&) The real challenge? Users!

yath
e Such user behaviour can affect Oracle
execution plans...

Quausaing

Mebwor

Administrative
Configuration
Commit
Application
Concurrency

System I/0

User I/0
Schadular

-TAM 11:32AM 11:37AM 12:02PM 12:07PM

cPU
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etadata Distribution

 To make sense of the raw data generated by
the detectors, physicists need data about any
conditions at the time it was taken that affect
the detector calibration.

e This conditions data is stored in a relational
database and needs distributing to Tierl
centres to enable future reprocessing of the
raw data.

e Oracle Streams enables this distribution...
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wm== (Qracle Streams
= http transfer
we== Cross DB copy and

MySQL/SQLite files
TO

- autonomous
reliable service

Online DB

= gutonomous
reliable service

1] Oracle DB cluster

m MySQL/SQLight file
Squid cache

FroNTier server

T1 - DB backbone
- all data replicated
= reliable service

T2 - local DB cache
- subset data
- only local service

Read-only access at Tier-1/2
(at least initially)



@ Oracle Streams Replication

* Technology for sharing information between
databases

« Database changes captured from the redo-log
and propagated asynchronously as Logical
Change Records (LCRs)

e UL i ST

Database

Target
Database

Propagate

Redo
Logs
38



Streams setup for ATLAS

CAPTURING 174.7 LCRs/s
PROPAGATING 361.45 LCRs/s
APPLYING 57.97 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 144.76 LCRs/s
APPLYING 70.17 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 145.36 LCRs/s
APPLYING 63.77 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 177.9 LCRsfs
APPLYING 57.16 LCRs/s

CAPTURING .4 LCRs/s
- PROPAGATING .4 LCRs/s
A ) APPLYING .4 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 177.9 LCRs/s

APPLYING 604.81 LCRs/s 3(
-

CAPTURING 174.7 LCRs/s
C ) PROPAGATING 167.42 LCRs/s
APPLYING 57.1 LCRs/s

CAPTURING 432.8 LCRs/s

PROPAGATING 4101 LCRs/s >
APPLYING 660.21 LCRs/s A ) - -
CAPTURING .15 LCRs/s

3 > PROPAGATING 15 LCRs/s

CAPTURING 174.7 LCRs/s Gl ( )
PROPAGATING 167.42 LCRs/s
APPLYING 653.46 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 144.81 LCRs/s
APPLYING 57.41 LCRs/s

CAPTURING 174.7 LCRs/s NL
PROPAGATING 167.42 LCRs/s
APPLYING 285.37 LCRs/s

CAPTURING 174.7 LCRs/s
PROPAGATING 361.84 LCRs/s
APPLYING 57.58 LCRs/s
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IN the near

 We will be evaluating GoldenGate
future as this offers greater flexibility.
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&) Databases for Accelerators

ORACLE Enterprise Manager 10g N ) £
Grid Control Targets Deployments Comp

| All Targets
Cluster: accmeas cluster = Cluster Database: ACCMEAS cern.ch > Database Instance: ACCMEAS cern.ch ACCMEAS3 =

Top Activity Switch Database Instance ACCMEAS
Drag the shaded box to change the time period for the detail section below.

View Data Re
18 _ B oOther
i6 Maximum CPU Cluster
14 Queuesing
B HNetwork
2 1z B Administrative
.% i0 B Configuration
E 8 B Commit
4 B Application
g B Concurrency
4 B SystemI/O
z B UserIfO
o Scheduler
12:36FPM 1Z2:41PM iZ:46PM 12:51PM 12:56PFPM 01:01PM 01:06PM 0L:11PM 01:16PM 01:21PM 01:26PM 01:31PM H cru
Detail for Selected 5 Minute Interval
Start Time 30-Mar-2010 13:06:47 o'clock MEST
Top SQL Top Sessions
Actions Schedule SQL Tuning Advisor + |_Go View Top Sessions - _ ) :
Select All | Select Nane |Activity (%) | Session ID User Name | Program |
Select Activity (%)~ 5QL ID [saL Type | S O 56 508 MEASDE
[ — 16 99 3quzpbsBiOrs SELECT M 765 52 MEASDB PUB python@cs-ccr-abbi2 (TNS V1-V3)
3guzpbs8tdréq
F  — 12.95 3pkrmdccbknta INSERT I 718 503 MEASDB
| —— 12.91 3kigkn3nSsi2b 189 441 MEASDB
[ — 1155 2abaduxkhdapt SELECT I .07 491 MEASDE
F —— 1112 R — [— R 281 MEASDBE oracle@dbsva251.cern.ch (J001)
— 3.95 279 MEASDB
[T — .70 chrkrfxcnma3 SELECT _3 . % m
C |- 5.73 7pd3cywivutdb SELECT — — E—
[ —— 521 jugs ph43w51 SELECT " = MEASDE
- giugsphdwsty
71 HOSPTE oW = R 298 svs oracle@dbsva251.cemn.ch (LGWR)
0O w2 dwvnh1mnszgxs SELECT Total Sample Count: 2,505
[ m1-n 7ibtz6rngdvdz PL/SQL EXECUTE

Actions Schedule SQL Tuning Advisor ~ [_Go )
Total Sample Count: 2,285




S ickups: A digression
e Backing up databases Is a chore, not a
challenge...

 ...the challenge Is to recover a database...
- ... and this had better be rare, not a chore!

 To help reduce the challenge of, and increase
confidence In, recovery procedures, we have
developed an automated recovery test tool.
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Public interface Recovery Server

Backup to disk.
SATA disks

01 02 03 04 05 06 07 08




ckups: A digressior

e Backing up databases Is a chore, not a
challenge...

 ...the challenge Is to recover a database...
- ... and this had better be rare, not a chore!

 To help reduce the challenge of, and increase
confidence In, recovery procedures, we have
developed an automated recovery test tool.

 Problem: days to recover some databases

- At least 2.5 days for partial restore of the critical
database for accelerator operations...

<use Data Guard to create standby databases.

46



We are extremely keen to migrate to
11g and exploit Active Data Guard!
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@‘\l Size isn’t all...

S
* As well as being vital for accelerator and
experiment operations, Oracle databases also

underpin CERN’s administrative applications.

e Individual databases are small, but we have
many servers

* Average load Is very low, so clear opportunity
for server consolidation with virtualisation.

e Excellent results from tests with Oracle VM
and Web Logic Server virtual edition.
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Physical vs Virtual

Physical vs VIM'10

7

&0 Jffff##,f

a0 / e PRy i 23] B ACHINE

40 / T 1A' 10

30

20 / VMM configuration:
"7 4 5B memoaory

110 8 virtual CPLUs

>
1 GB disk

seconds

10 20 20 40 a0 &0 70 20 a0 100
Simultaneous users
- Comparison of a Physical Machine (4GB memory, 8 cores) running WebLogic Server

versus a Virtual Machine (4GB memory, 8 Virtual CPUs) running WebLogic Server —
Virtual Edition

- An unreleased version of the kernel of JRockit has been used for this tests. 51



@‘\l Fabric Management

S

* As most large organisations, CERN has
standards and procedures for network and
system configuration.

o “Easy to install” applications can be good, but
they should be configurable to work correctly
In a tightly managed environment.

e Good collaboration around Oracle VM

- e.g. IP/MAC address binding, assumptions about
NFS as shared file system.
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| Home Search KPIs.

Admin | Documentation Help |

| Services provided by IT/DB group

28 May 2010 Fri 14:24:46 |

IT/DB services
availability:
(more)
percentage: 99%
status: available
this service consists of:

[ Accelerator databases
[T ALS databases
[ EDMS databases
[ General purpose databases
[ 1T infrastructure databases
[ CASTOR and SRM databases
[T ALICE databases
[T ATLAS databases
[ CMS databases
[ LHCb databases
[ other experiments databases
[T WLCG database
[ Physics DB Streams

[ 12EE Public Service
[T EDMS Service
| RMAN Jobs

availability in the last 24 hours (more):

" =
el

14 200 20100 02:00 05100 1d 0

Additional information
full name: Services provided by IT/DB group
short name: IT/DB services
group: IT-DB

itabases

ation DBs
¢ DBs

email: Helpdesk@cern.ch

service Eric Grancher @
managers: jlo Segura Chinchilla @
Eva Dafonte Perez @

Availability update
last update: 14:16:53, 28 May 2010 _‘a
(8 minutes ago)

expires after: 57 minutes

rss feed with status changes

Part of (subservice of):
none / not declared

Admin
admin tools

SLS by CERN IT/CF

! ? g Middleware

7 73 Application
Administrative/IT/

Engineering Databases

17 Production DBs
11 Development DBs
4 Ref/Test DBs

Accelerators
ACC

12 Production DBs

Lo

%)

-‘—\-'-'-——_

SLS.Support@cern.ch

Servers

E : i o PARTNERS:




@‘\] p and seen to be up

S
* Understanding the current state of our many
database servers and applications is a major

challenge.

e Collaboration around Oracle Enterprise
Manager has been a really fruitful aspect of
the CERN openlab partnership with Oracle.

 Many tools developed at CERN for monitoring
Streams have led to features in OEM 10.2 and
11.1.
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[Monitor ~]maps ~]DBs 'mmms ~[Errors ~JAvailability ~ [ History ~[Reports ~]

ORACLE Enterprise Manager 10g
Grid Control

Hosts | Databases

| Middleware | Web Applications | Servi

SOURCE

Cluster strmdsc > Cluster Database: atldsc.cern.ch =
Streams Name

SCN read
LCRs captured
SCN captured

LCRs enqueued
SCN enqueued
Capture Latency
G500 Info

State
B0 Error Time
Error Msg

STRM

Name
faTulele] Id
Outstanding Msg
4500 Cumulative Msg
Cumulative Msg Spilled

400y PROPAGATION

o Name
‘E 3500 LCRs Propagated
W] Bytes Propagated
=]
F000 State
Error Time
2500 I Error Msg
A | 1 [
iy Pl by l'l' ik W DESTINATION
2000 il I i II’ Ll il
[ [l 1
R } : I 1
1500 : Name
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1000 Qutstanding Msg
Cumulative Msg
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Ll
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2 2 2 2 2 & 2 o LCRs Dequeued
o = = = o= = = = Total LCRs Applied
SCN Dequeued
Dequeue Latency
Transaction Received
Transaction Assigned
Transaction Applied
L 6 TRV == 1 ) 11118 81 181014 State

HWM SCN
HWM Apply Latency
Last applied LCR
Data Latency
Error Time
Error Msg

Home | Targets | Degl

Copyright © 1996, 2009, Oracle and/or its affiliates. All rights reserved.
Oracle is a registered trademark of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

About Oracle Enterprise Manager

ATLDSC.CERN.CH

STREAMS_CAPTURE
6110514671773
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6110514662689
4098569 (39.25 Is)
6110514662572
33sec
ATLDSC.CERN.CH
CAPTURING CHANGES

STRM_QUEUE_CA
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24
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2693626 (0 1s)

STRM_PROPAGATION_GRIDKA
3783492 (38.655)
0 (0is)
ENABLED

LCGDB1.GRIDKA.DE

STRM_QUEUE_ATL_APN
198958
0
240899548 (37.92 s)
53380 (0.4s)

STRMADMIN_APPLY_ATLN
240899548 (87.86 Is)
235085002 (74.99 Is)

6110514660055
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4435350
4435352
4435350
IDLE
6110514639800
33 sec
2010.05-27 16:18:04 (11 sec ago)
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p and seen to be up

« Understanding the current state of our many
database servers and applications Is a major
challenge.

e Collaboration around Oracle Enterprise
Manager has been a really fruitful aspect of
the CERN openlab partnership with Oracle.

 Many tools developed at CERN for monitoring
Streams have led to features in OEM 10.2 and
11.1.

* As In the fabric management area, integration
with other tools Is desirable. A future
challenge?

S7



Oracle Enterprise Manager (ATOPUROQV) - User-Defined Numeric Metric: Script SESSIONS_LIMIT_IDLE_2H: Last 24 hours - Mozilla Firefox

File Edit View History Bookmarks Tools

Ik

Help

https://oms.cern.ch/em/conscle/monitoring/metricDetail metricColumn=NumVYalueSmetric=5QLUDMStype=oracle™_databaseStarget= AISDBP.WORLD*_AISDBP3SkeyValue=SESSIONS™_LIMIT™_IDLE*_2HSpageType=byDaySc ﬁ M

|'.-T.' v Google

£ Most Visited 1 AntonTopurovSandbo... 5 ViewDB =/ CERNIT-DES Change.. ;| DAM admin Global - Aggregates, A... | | IT Service Status Board

ORACLE Enterprise Manager 10g
Grid Control

| Databases | Middle

Harne | Deployments |

Setup Preferences Help Logout
Alerts ' Compliance | Jobs | Reparts |

IURE

Database Instance: AISDBP.WORLD AISDBP3 > User-Defined Metrics =

User-Defined Numeric Metric: Script SESSIONS_LIMIT_IDLE_2H: Last 24 hours

Seript SESSIONS_LIMIT IDLE_2H

Statistics
Last Known Value 448

Metric Value

Last Updated 27-May-2010 18:32:57 MEST
Wiew Data :Last 24 hours P

Average Value 339.33 600
High Value 493 480
Low Value 79
O Warning Threshold 400 360
W Critical Threshald 500 540
Occurrences Before Alert 1
Corrective Action None 120
Q
002 3 12 18 0 & 12 18
26-May-2010 27
[ AISDEP. WORLD _AISDEPZ
Alert History
Comment for Most Recent Alert @
Last
Severity |Timestamp ™ Message Comment |Details

27-May-2010 17:42:57
27-May-2010 05:42:57
26-May-2010 23:52:57
26-May-2010 22:52:57
26-May-2010 21:52:57
26-May-2010 21:22:57
26-May-2010 17:42:57

BeBopBp

Related Links

Acknowledge
Metric and Policy Settings

UDM alert (SESSIONS_LIMIT): key = %Key. value = 406
CLEARED - UDM alert (SESSIONS_LIMIT): key = %Ke:
UDM alert (SESSIONS_LIMIT): key = %Key. value = 407
CLEARED - UDM alert (SESSIONS_LIMIT): key = %Ke
UDM alert (SESSIONS_LIMIT): key = %Key. value = 406
CLEARED - UDM alert (SESSIONS_LIMIT): key = %Key, value = 397
UDM alert (SESSIONS_LIMIT): key = %Key. value = 408

value = 283

value = 395

Compare Objects Script Compare Targets

Home | Targets | Deployments | Alerts | Compliance | Jobs | Reports | Setup | Preferences | Help | Logout

Copyright ® 1996, 2009, Oracle and/or its affiliates. Allrights reserved.
Oracle is a registered trademark of Oracle Corporation andfor its affiliates.
Other names may be trademarks of their respective owners.

About Oracle Enterprise Manager

https://oms.cern.ch/em/console/monitoring/metricDetailSmetricColumn=NumValueSmetric= SQLUDMStype= oracle®_databaseStarget=AISDBP.WORLD*_AISDBP3SkeyValue=SESSIONS* LIMIT* IDLE* 2HSpageType=byDaySctxType=Databases®
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The Twenty Member States of CERN

Member States (Dates of Accession)

ALSTRIA (1959)

l BELGIUM {1953

=
BULGARIA (1561

CZECH FR (1993)

I DEMPAARE [1253)

[ B |
N N FINLAND (V99T )

I FRAMCE (1951)

[ CERMANY [1%51)

)

GREECE (1953) & MORWAY [1953)

HUMGARY (1992)
i

ITALY {1953)

METHERLAMNDS {1953}

POLAMND (1991)

PORTLGAL {15984)

SLOVAK FR {1993}

SPAIM 1 15960-1 21968111983}

l SWEDEM (1953)

*  swirzeriano RLEED

il L
UM UMITED KINGDOM (19515
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