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CERN Aerial View 
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LHC Installation
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Hadoop and Analytics – IT-DB-SAS
• New scalable data services

• Scalable databases

• Hadoop ecosystem

• Time Series databases

• Big Data Analytics 

• Activities and objectives
• Support of Hadoop Components 

• Further value of Analytics solutions 

• Define scalable platform evolution 

• Hadoop Production Service
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comprehensive set of metadata to dynamically filter 

the data of long-term interest. 

· A powerful distributed Java API is the sole means of 

extracting data from the databases, which includes a 

command line interface. Applications wishing to use 

the API must be pre-registered. At the time of writing 

there are 124 applications registered to a 

heterogeneous client community, which collectively 

account for an average of 5 million extraction 

requests per day. Direct SQL access is not permitted. 

· A generic Java GUI called TIMBER is also provided 

as a means to visualize and extract logged data.  The 

tool is heavily used, with more than 800 active users.  

 

Figure 2: Logging ervice architecture overview. 

The Java APIs for both logging and extracting data are 

significantly optimized for performance, and more 

importantly – service stability.  For data extraction 

clients, the fact that database access is actually made in a 

distributed manner via a remote application server is 

hidden within the Java client API. 

High-availability (HA) is an essential requirement for 

the mission-critical LS, as such the MDB and LDB 

databases are run as 2-node Oracle RAC (Real 

Application Cluster) clusters, using mid-range Linux 

based machines. For performance reasons, only one node 

of the cluster is actually used to run the service at any 

given moment [2]. 

ACHIEVING SCALABILITY 

Combing the following facts, there should be no doubt 

that scalability has been successfully achieved so far: 

· With a throughput of 100 TB / year, the LS is 

dealing with data rates two orders of 

magnitude above the initial expectations. 

· The minimal, mid-range hardware used, has 

only been replaced twice in 10 years upon 

reaching end-of-life, and is currently running 

with low resource consumption (~10%). 

 

Achieving this scalability can be attributed to a number 

of points: 

A Good Database Design 

The database schema used is scalable by design [1] – 

not being affected by the need to log additional signals 

from new equipment, and exhibiting constant data 

extraction times independently of the number of logged 

records. 

Extensive Instrumentation 

All elements of the LS, from client libraries to database 

procedures have been heavily instrumented. This enables 

an understanding of how the LS is being used and 

performing, in terms of who, is doing what, from where, 

how it is being done, and how long things take [3]. 

Optimal Use of Software Technology 

The database model implementation, integrated 

business logic (written in PL/SQL), and the surrounding 

Java infrastructure interacting with the database has been 

engineered to use the most appropriate features from 

Oracle, to maximize performance [1], [2].  Knowing how 

the LS systems are being used (or misused) from the 

aforementioned instrumentation is vital in order to know 

which features and techniques to use to improve system 

performance.   

Data Quality Control & Filtering 

The MDB (introduced in 2005) has advanced data 

filtering capabilities when transferring data to the LDB 

for long-term storage.  Thanks to a significant human 

effort [4] to ensure appropriate per-signal filtering 

configurations, the MDB manages to reduce the data 

transferred to the LDB by 95% (2 TB / week), only 

persisting value-changes of long-term interest. 

RECENT / ON-GOING DEVELOPMENTS 

Flexible Data Lifetimes 

The initial idea in the LHC Logging Project to keep all 

logged data on-line beyond the LHC lifetime was aimed 

at simplifying the management of logged data over time, 

and was based on the assumption that 1 TB of data would 

be acquired per year. Some 12 years later, with data rates 

already at 50 TB / year stored, and expected to reach 300 

TB / year in 2015 (after the LHC long shutdown), it is no 

longer cost-effective to simply store all data indefinitely.  

The actual required data lifetimes vary greatly (from days 

to tens of years) according to the nature of the data. 

Developments are underway to provide a flexible 

means to configure scheduled removal of data on a per 

signal basis.  Although this may sound simple, due to the 

scalable database schema design and the optimizations in 

place for storage and backups [2], actually recovering 

space for re-use presents a significant challenge. 

One Logging Solution for All Data 

Until now, the LS has been comprised of the database 

centric solution described above, and an SDDS (Self 

Describing Data Sets) files based solution, with the latter 
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Reduction

~ 250’000 Signals

~ 50 data loading processes

~ 5.5 billion records per day

~ 275 GB / day

 100 TB / year  throughput

~ 1 million signals

~ 300 data loading processes

~ 4 billion records per day

~ 160 GB / day

 52 TB / year stored

 +800 extraction clients

 +5  million extraction requests per day

 130 custom applications

Credit: BE-CO-DS
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• New Landscape bring new challenges

• Better Performance on bigger datasets

• Big Data queries: Impala, Spark SQL

• Leverage analytics capabilities

• Spark Analytics: Python, ML, R

• More heterogeneous data access models
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Accelerator Postmortem Analysis
• Postmortem Analysis

• Diagnostic on failures

• Continue operations safely

• Intervention Required

• Designed for CERN LHC
• Extended to injectors complex (SPS)

• External Post Operational Checks 

• Injection Quality Checks 
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Accelerator Postmortem Analysis

• Challenges:

• Stringent Timing Constraint 

• Better scalability 

• data storage

• IO throughput

• Big Data Streaming Analytics
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Post-LHC accelerator projects (80-100 km) 





Architecture overview

Big Data Discovery 

v1.2.2

Dgraph & Studio

Data Storage 4x Xeon E7-8895 v2 (15 cores 

each)

2 TB RAM

4.8 TB Flash + 6 x 1.2 TB 10K 

HDD

CDH 5.7.1

16 nodes, 24 GB ram

Intel Xeon L5520 @ 2.27GHz

165 TB HDFS

Data Integration

Resource Management (YARN)
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Oracle Big Data Discovery 

Libraries + Hive table detector



Oracle Big Data Discovery Overview

• Data Exploration & Discovery
• Interactive catalog of all data

• Assess attribute statistics, data quality and outliers

• Quick data exploration or create dashboards and applications

• Data Transformation with Spark in Hadoop
• Apply built-in transformations or write your own scripts

• Data Enrichment
• Text: Entity extraction, relevant terms, sentiment, language detection

• Geographical information: address, IP, reverse

• Preview results, undo, commit and replay transforms 

• Collaborative environment
• Share and bookmarks

• Create and share transformed datasets
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Data Transformation UI - ETL
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Discovery Applications



Advance Analytics - Notebooks
• Easy to create and share documents that contain live code

• Step by step execution reproduce the analysis, charts, etc.

• Support for multiple languages/kernels

• Multiple notebook software available
• Jupyter/IPython

• BDD provides notebook from version 1.2.0 (BDD 
Shell) 

• Can be used with Jupyter/IPython
• HUE notebooks

• Apache Zeppelin

• More…



Scalable Analytics 

• Reliability of degrading components of valves in the 
cryogenic system of the LHC (University of Delft)

• BDD -> Data Extraction -> Refine Calculations

• Scalable solutions apply to all the cryogenics valves



• Hadoop is not the solution for all your problems but..
• Unlock new ways to exploit your investment on data 

• overcome technical limitations for several CERN use cases

• Allows heterogeneous data access
• not only SQL or custom java APIs

• Once the data is in Hadoop only half of the way is done
• Data visualization and discovery

• Notebooks are easy to use and powerful for advanced analytics

• Self-service tools improve productivity

• Users should be able to do what they need without IT intervention
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Conclusions




