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CERN was founded 1954: 12 European States 
      “Science for Peace” 
 

Today: 21 Member States 

Member States: Austria, Belgium, Bulgaria, the Czech Republic, Denmark, 
Finland, France, Germany, Greece, Hungary, Israel, Italy, the Netherlands, 
Norway, Poland, Portugal, Slovakia, Spain, Sweden, Switzerland and  
the United Kingdom  
Candidate for Accession: Romania 
Associate Member in Pre-Stage to Membership: Serbia 
Applicant States for Membership or Associate Membership: 
Brazil, Cyprus, Pakistan, Russia, Slovenia, Turkey, Ukraine  
Observers to Council: India, Japan, Russia, Turkey, United States of America; 
European Commission and UNESCO  



The Mission of CERN 

 Push back the frontiers of knowledge 
 E.g. the secrets of the Big Bang …what was the matter like 

within the first moments of the Universe’s existence? 
 

 Develop new technologies for 
accelerators and detectors 

 Medicine - diagnosis and therapy 

 
 Train scientists and engineers of 

tomorrow 
 

 Unite people from different countries and 
cultures 



CERN: Particle Physics and Innovation 

 Interfacing between fundamental science and key 
technological developments 

 CERN Technologies and Innovation 

Detecting particles Accelerating particle 
beams 

Computing 



Presenter
Presentation Notes
In March 2014 the Web is 25 years old
http://www.webat25.org/
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In 2 decades the web has changed from a 
tool for researchers to the daily reality for 
billions of people 

Source & image: Internet matters: The Net’s sweeping impact on growth, jobs and prosperity 
McKinsey Global Institute, 2011 

Presenter
Presentation Notes
In 2012 2.4 billion people were connected to the internet.

In 2012 Forrester estimated that half the world’s population will be online by 2017.

In 2011 almost  $8billion exchanged hands through e-commerce.



http://information-technology.web.cern.ch/


Presenter
Presentation Notes
 Governments gathered in Geneva for WSIS in 2003 and committed to harnessing the internet and ICT to build a world “where everyone can create, access, utilize and share information and knowledge”

But how do you measure that to see if it is happening

http://information-technology.web.cern.ch/


14 May 2014 

https://thewebindex.org/ 

Presenter
Presentation Notes
The webindex is a measure of the WorldWideWeb’s contribution to development and the fulfillment of basic human rights. It provides an objective and robust evidence base to inform public dialogue on the steps needed for societies to leverage greater value from the web.

EMPOWERMENT: extent to which the web is fostering positive change in key areas: Economic, Political, Social & Environmental

Freedom and openness: freedom on the web – citizens rights to information, opinion, expression, safety & privacy online

Content: Content creation and web use by citizens

Universal Access: Have countries invested to ensure affordable access to high quality internet infrastructure: access and affordability,  comms infrastructure, education and awareness

http://information-technology.web.cern.ch/
https://thewebindex.org/


14 May 2014 Helix Nebula 10 

Presenter
Presentation Notes
PPP= Purchasing Power Parity

In Sweden and Norway almost 95% of the population is online
Many of the top performing countries have taken legal steps to ensure rights of access to the web.
However, except for Morocco (ranked 54th) no other Africa countries have achieved the target of connecting 50% of their populations
50% - 70% of African’s cite high costs as the main reason they are not online, suggesting that today’s digital divide is primarily a matter of affordability (e.g. entry-level broadband access) rather than infrastructure.
  
So we can see that the developing world’s citizens have the most to gain from further use of the web.


http://information-technology.web.cern.ch/


Promote web-based citizen participation in  science projects as an 
appropriate low cost technology for scientists in the developing world 
 
• Partners: CERN, UN Institute for Training and Research, Univ. of Geneva  
• Sponsors: IBM, HP Labs, Shuttleworth Foundation  
• Technology: open src platforms for internet-based distributed collaboration 
• Projects:  

- Computing for Clean Water optimizing nanotube based water filters by large scale 
simulation on volunteer PCs 

- AfricaMap volunteer thinking to generate maps of regions of Africa from satellite images, 
with UNOSAT 

- LHC@home new volunteer project for public participation in LHC collision simulations, 
using VM technology 

Citizen Cyberscience Centre 
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http://information-technology.web.cern.ch/


Open Access 
Results of publicly-funded research should be made 
freely available to all, not just those who can afford 
subscriptions to the scientific journals in which they are 
published 

– Access to the literature with no restriction for any reader 
– Publishing without financial barriers for any author 
– Maintain and stimulate a wide choice of high-quality journals 
– An “author-friendly” copyright agreement 
– High peer-review and editorial standards   
– Competition among journals 
– Get spiraling subscription costs under control 

Presenter
Presentation Notes
We saw in the webindex and WSIS declaration that access to and sharing of information is fundamental to society. It is equally true for scientific research. Today, many researchers and citizens do not have access to the latest and most prestigious research journals.
This is partially because of the traditional publication models where readers of such journals need to subscribe or pay to view articles.

CERN is a driver in the open access movement which aims to ensure that everyone, not just those that can afford it, can access publicly funded research results.
This is not a question of technology but rather one of changing policy and business models.
Imagine the untapped potential in Africa, Asia and the Indian subcontinent, if all the colleges and universities had free access to the latest research publications?





Open Access 

13 http://scoap3.org/ 

Presenter
Presentation Notes
CERN is pushing ahead with many libraries and funding agencies from more than 20 countries to make open access a reality in the field of physics. This is being extended to other scientific fields as well.

http://information-technology.web.cern.ch/


Helping developing countries 
The Invenio open source software suite, 
developed by CERN and used for LHC 
publications, enables you to run your own  
digital library on the web. The software covers 
all aspects of digital library management from 
document ingestion through classification, 
indexing, and curation to dissemination 

UNESCO & CERN have sponsored digital library 
schools in Africa (Rwanda 2009, Morocco 2010, 
Senegal 2011) 

CERN has donated computers to Africa 
(Morocco, Ghana, Egypt) to help capacity 
building. 

Presenter
Presentation Notes
One of the objectives for the open access movement is to make it possible for authors to publish without cost.
Well CERN is working with universities and libraries in developing countries to help them get online and establish their own web-based digital libraries.
We do this by providing them with state-of-the-art open source software developed at CERN that they can use to build digital libraries, offering them training and also donating hardware so they host the libraries and perform simulation and analysis of data.

Isaac K Dontwi, director of national institute for mathematical sciences at KNUST sees CERN servers off to Ghana.


http://information-technology.web.cern.ch/


Open Repository for Research Results 

27  January 2014 CERN-JRC meeting    Bob Jones 15 

http://zenodo.org/ 

Store papers, data 
& software and 
make it citable 

Presenter
Presentation Notes
A basic premise of scientific research is being able to query, compare and reproduce results.
Much of today’s research, in any field, depends on scientific instruments, such as accelerators, telescopes and satellites, that produce ever-growing quantities of data. The researchers collect this data, analyze it using software tools and publish their findings as research papers. So in order for anyone else to fully understand or verify the results, having open access to the journal paper is not enough. One also needs access to the data and the software tools.
CERN has set-up a service called zenodo which is a digital library for not only papers but data and software as well.
CERN has opened up zenodo so any researcher in the world working in any field can use it as their digital library.
All the contents, papers, data and software are citable. That means other researchers can easily refer to the contents in their own research. This is important in the research community where an individuals career progression depends or their publications and how many times they are cited. So everyone has wanted to be an author on papers published in prestigious research journals because it means they are more likely to get a promotion. But the researchers that work diligently to collect data and write software to analyze it had no way to gain recognition for their work. But now with zenodo, data and software are treated as first class citizens like publications.

http://information-technology.web.cern.ch/
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And what about the LHC? 

http://information-technology.web.cern.ch/


Nobel Prize in Physics 2013 

The Nobel Prize in Physics 2013 was awarded jointly to François Englert 
and Peter W. Higgs "for the theoretical discovery of a mechanism that 
contributes to our understanding of the origin of mass of subatomic 
particles, and which recently was confirmed through the discovery of the 
predicted fundamental particle, by the ATLAS and CMS experiments at 
CERN's Large Hadron Collider”. 



To find the Higgs you 
need 3 things 

18 

Rolf-Dieter Heuer, DG, CERN, July 4 2012 

The GRID 

 
    

The Experiments
    

The Accelerator   



Data Acquisition, First pass reconstruction, 
 Storage & Distribution 

CERN openlab - March 2014 

1.25 GB/sec (ions) 

2011: 400-500 MB/sec 
2011: 4-6 GB/sec 
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CERN IT Department 
CH-1211 Genève 23 

Switzerland 
www.cern.ch/it 

The LHC Data Challenge 

• The accelerator will run for more 
than 20 years 

• Experiments are producing 
about 25 Million Gigabytes of 
data each year (about 1000 
years of DVD movies!) 

• LHC data analysis requires a 
computing power equivalent to 
~100,000 of today's fastest PC 
processors 

• Requires many cooperating 
computer centres, as CERN can 
only provide ~15% of the 
capacity 



CERN IT Department 
CH-1211 Genève 23 

Switzerland 
www.cern.ch/it 

Solution: the Grid 

Use the Grid to unite computing resources of 
particle physics institutes around the world 

 
The World Wide Web 
provides seamless access to 
information that is stored in 
many millions of different 
geographical locations 
 

The Grid is an infrastructure 
that provides seamless 
access to computing power 
and data storage capacity 
distributed over the globe 

Presenter
Presentation Notes
Just as the web is a collaboration tool that unites people, so the grid unites computers.



• A distributed computing 
infrastructure to provide 
the production and analysis 
environments for the LHC 
experiments 
 

• Managed and operated by 
a worldwide collaboration 
between the experiments 
and the participating 
computer centres 

 
• The resources are 

distributed – for funding 
and sociological reasons 
 

• Our task was to make use 
of the resources available 
to us – no matter where 
they are located 

The Worldwide LHC Computing Grid 

Tier-0 (CERN): 
• Data recording 
• Initial data reconstruction 
• Data distribution 

 
Tier-1 (12 centres + Russia): 

• Permanent storage 
• Re-processing 
• Analysis 

Tier-2  (~140 centres): 
• Simulation 
• End-user analysis 

• ~ 160 sites, 35 countries 
• 300000 cores 
• 200 PB of storage 
• 2 Million jobs/day 
• 10+ Gbps links 

Presenter
Presentation Notes
The Tier 0 centre at CERN stores the primary copy of all the data.  A second copy is distributed between the 11 so-called Tier 1 centres.  These are large computer centres in different geographical regions of the world, that also have a responsibility for long term guardianship of the data.  The data is sent from CERN to the Tier 1s in real time over dedicated network connections.  

Out of date: In order to keep up with the data coming from the experiments this transfer must be capable of running at around 1.3 GB/s continuously.  This is equivalent to a full DVD every 3 seconds.

The Tier 1 sites also provide the second level of data processing and produce data sets which can be used to perform the physics analysis.  These data sets are sent from the Tier 1 sites to the around 130 Tier 2 sites.

A Tier 2 is typically a university department or physics laboratories and are located all over the world in most of the countries that participate in the LHC experiments.  Often, Tier 2s are associated to a Tier 1 site in their region.  It is at the Tier 2s that the real physics analysis is performed.




WLCG video 

14 May 2014 

http://ml-server01.cern.ch/files/DataDeluge/06%20Data%20Deluge%20Tier%20Map%2001_201402101634086093.mp4 
4  
 

http://information-technology.web.cern.ch/
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Grid has benefited the wider scientific community 
– Europe (EC FP7): 

• Enabling Grids for E-sciencE  
(EGEE) 2004-2010 

• European Grid Infrastructure  
(EGI)  2010-- 

– USA (NSF): 
• Open Science Grid (OSG) 

– Asia: 
• Japan, Korea, Taiwan etc.  

 

Broader Impact of the LHC 
Computing Grid 

Archeology 
Astronomy 
Astrophysics 
Civil Protection 
Comp. Chemistry 
Earth Sciences 
Finance 
Fusion 
Geophysics 
High Energy Physics 
Life Sciences 
Multimedia 
Material Sciences 
… Zoology 

Presenter
Presentation Notes
WLCG has driven the development of multi-science grids in Europe and in the US.  In Europe the EGEE projects, followed recently by EGI support very many different applications other than LHC, while in the US the Open Science Grid has played a similar role, although also with LHC as a main stakeholder.  In both cases many different application communities have benefitted from the advent of grid infrastructures.



www.egi.eu EGI-InSPIRE RI-261323 

Physical Sciences 

• Helping 
astronomers 
find pulsars  

Low-Frequency Array for radio astronomy 



www.egi.eu EGI-InSPIRE RI-261323 

Natural Sciences 

Correlate data from millions 
of calculations to unveil the 
rock structure of an oil field 
under the North Sea 

 

Trace the tapeworms 
infecting Northern African 
fish back to Europe 

Image: wikicommons 

Presenter
Presentation Notes
grid computing helps scientists to correlate data from millions of calculations to unveil the rock structure of an oil field under the North Sea.
Oil exploration in the North Sea depends on a good knowledge of the underground rock structure. �Grid computing helps scientists to make sense of all the seismic data



Tapeworms:
http://www.egi.eu/case-studies/natural-sciences/parasites.html





www.egi.eu EGI-InSPIRE RI-261323 

Life Sciences 

Designing better antibiotics 
 

Hunting for viruses 
 

Tracking a biomarker for 
Alzheimer’s disease 

Presenter
Presentation Notes
http://www.egi.eu/case-studies/medical/antibiotics.html

Diseases caused by fungi are a real risk for people burdened with weak immune systems, for example after organ transplants or long chemotherapy treatments. The fungi can do all kinds of damage, from causing pneumonia in the lungs to attacking the brain with vicious types of meningitis, or triggering life-threatening infections.
The antibiotic Amphotericin B – abbreviated as AmB – has been the drug of choice to fight fungal infections for the past 50 years. It’s brutally efficient, killing a broad spectrum of fungal agents and active against all known multidrug resistant strains.

http://www.egi.eu/case-studies/medical/hunting_for_viruses.html

Hunting for viruses: finding a needle in a haystack
How grid computing helps scientists to discover new diseases, by identifying new viruses from previously unknown genetic sequences.

Respiratory infections are the main reason why children under five end up in hospital. However, in up to 40% of the cases it’s not possible to define the exact cause of the disease and this means that there are viruses still unknown to science.
Identifying as many viruses as possible improves the chances of correct diagnostics and helps to determine the best treatment for patients. Knowing which virus is responsible for which disease is also very important to detect potential epidemics or to assess the seriousness of viral infections.


http://www.egi.eu/case-studies/medical/alzheimers_biomarkers.html:

One useful clue is the volume of the hippocampus - the region in the brain associated with memory that starts to shrink at the onset of Alzheimer’s. Many software programs have been developed to measure changes in hippocampus size from imaging scans. Now researchers at Vrije Universiteit Amsterdam have used grid computing to compare the performance of several software programs by analysing thousands of MRI scans taken from Alzheimer’s patients.
The study produced a valuable benchmark to evaluate and monitor Alzheimer’s biomarkers. Better biomarkers from brain scan data open the door to earlier diagnosis, effective monitoring, and being able to quickly test new drugs for Alzheimer’s.




March 2011 28 Health-e-Child 

Similarity Search 

Temporal  
Modelling 

Visual Data  
Mining 

Genetics  
Profiling 

Treatment  
Response 

Inferring  
Outcome 

Biomechanical Models 
Tumor Growth Modelling 

Semantic  
Browsing 

Personalised  
Simulation 

Surgery  
Planning 

RV and LV  
Automatic  
Modelling 

Measurement of  
Pulmonary Trunk  





Enabling Grids for E-sciencE 

EGEE-III INFSO-RI-222667 

Sample of Business Applications  
• SMEs 

– NICE (Italy) & GridWisetech (Poland): develop services on 
open source middleware for deployment on customer in-
house IT infrastructure  

– OpenPlast project – (France)  Develop and deploy Grid 
platform for plastics industry 

– Imense Ltd (UK) - Ported gLite application and GridPP sites 
 

• Energy 
– TOTAL, UK - Ported application using GILDA testbed 
– CGGVeritas (France) – manages in-house IT infrastructures 

and sells services to petrochemical industry 
 

• Automotive 
• DataMat (Italy) – Provides grid services to automotive 

industry 
 





Qarnot Computing video: 

Trim: 00:10 - 02:34 
http://vimeo.com/38095665   

http://vimeo.com/38095665


CERN openlab in a nutshell 

• A science – industry partnership to drive R&D 
and innovation with over a decade of success 

• Evaluate state-of-the-art technologies in a 
challenging environment and improve them 

• Test in a research environment today what will 
be used in many business sectors tomorrow 

• Train next generation of engineers/employees 

• Disseminate results and outreach to new 
audiences 



Presenter
Presentation Notes
PhD students study advanced IT subjects in an “apprenticeship” style with half their time working at Intel and half at CERN and university. Their apprenticeship is funded by the EC’s marie Curie programme.



Summer Student Program 
       9 week residential work/study programme hosted at CERN 
 720+ applicants (2013) 
 22 selected candidates 
 13 lectures (including external labs) 
 Student lightning talks session 
 22 technical reports 



Survey in March 2009 

They do not all stay: where do they go? 

Today: 
∼2500 PhD students 
in LHC experiments 

Age Distribution of Scientists  
- and where they go afterwards 

 

26 

65 



14 May 2014 

Where do we go next? 

http://information-technology.web.cern.ch/


Physics 
Beam commissioning 

Shutdown 
Powering tests  

F M A M J J A S O N D J F J F M A M J J A S O N D 

2013 2014 2015 
M A 

beam to beam 

available for works 

16th Feb. 22nd May 

LHC Long Shutdown 1 (Feb’13 to Dec’14) 

http://information-technology.web.cern.ch/


Helix Nebula 39 

Estimated evolution of requirements 2015-2017 
 
 
2008-2013: Actual deployed capacity 
   

Line: extrapolation of 2008-2012 actual 
resources 
 
Curves: expected potential growth of 
technology with a constant budget  
• CPU: 20% yearly growth 
• Disk: 15% yearly growth 

Higher trigger (data) rates driven by physics 
needs 
Based on understanding of likely LHC 
parameters;  
Foreseen technology evolution (CPU, disk, 
tape) 
Experiments work hard to fit within constant 
budget scenario 

Evolution of Computing 
requirements 



From grids to clouds 

Expand the grid so it is: 
• More efficient & powerful 
• More open - engage public & commercial service providers 

Presenter
Presentation Notes
The grid has served CERN and research well. But IT does not stand still and new technologies, such as virtualisation, are making it possible to rationalise installations and increase efficiency. Advances in networking and process or and storage technologies have greatly increases the rate at which data can be transferred as well as the quantities that can be stored and analysed. The grid has laid the foundation for many of the advances we see in cloud computing, where by building on these advances and bringing in innovative business models cloud services are changing the way organisations, companies and citizens consume IT.
Internally CERN has already adopted cloud technologies to implement an agile computing infrastructure and we are looking at how best these can be used to evolve the grid.
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May 2014: A European cloud computing partnership: big 
science teams up with big business 

Strategic Plan 
 

 Establish multi-
tenant, multi-
provider cloud 
infrastructure 
 

 Identify and adopt 
policies for trust, 
security and 
privacy 
 

 Create governance 
structure 
 

 Define funding 
schemes 

To support the 
computing capacity 

needs for the 
ATLAS experiment 

 
 

Setting up a new 
service to simplify 
analysis of large 
genomes, for a 

deeper insight into 
evolution and 
biodiversity 

 
To create an Earth 

Observation 
platform, focusing 
on earthquake and 
volcano research 

Adopters 

 
To improve the 

speed and quality 
of research for 

finding surrogate 
biomarkers based 
on brain images 

Suppliers 

Presenter
Presentation Notes
Helix Nebula is one of the initiatives where CERN is working with other science labs and industry to show the positive impact that the cloud services market can have on research.

http://www.awst.at/en/index.html
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HNX video 

https://www.youtube.com/watch?v=kn6gCpgxifg 
http://www.helix-nebula.eu/media/videos   

https://www.youtube.com/watch?v=kn6gCpgxifg
https://www.youtube.com/watch?v=kn6gCpgxifg
http://www.helix-nebula.eu/media/videos
http://www.helix-nebula.eu/media/videos
http://www.helix-nebula.eu/media/videos
http://www.helix-nebula.eu/media/videos


Future IT Challenges 

Data analysis facility 
Preserve applications 
Secure remote researcher access 

Secure data federation 
Federated identity 
Role based data access 

Remote management of analysis facility 
Secure remote access for administration 
Isolation of roles 

Research clouds at scale 
Elastic access to large compute resources 
Project based authentication, provisioning and resources 

zenodo.org/record/8765 



CERN’s ambitious research programme will keep it at 
the forefront of science and innovation. 
 
The bright and enthusiastic young people that CERN 
attracts will continue to develop IT solutions to meet 
these challenges and serve society as a whole. 
 
 
 
The material and work presented is the result of many people, organisations and 
projects such as: 
 
CERN and the openlab project 
EGEE & EGI 
Helix Nebula initiative  
W3C & The Web Foundation 
WLCG collaboration 

This document produced by CERN is licensed under a Creative Commons Attribution 3.0 Unported License. 

http://information-technology.web.cern.ch/
http://creativecommons.org/licenses/by/3.0/


                     Accelerating Science and Innovation 
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