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CERN  
•  CERN - European Laboratory for Particle Physics 
•  Founded in 1954 by 12 Countries for fundamental 

physics research in a post-war Europe 
•  Major milestone in the post-World War II recovery/reconstruction 

process  
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CERN openlab 
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•  Public-private partnership between CERN and 
leading ICT companies 

•  Accelerate cutting-edge solutions to be used by 
the worldwide LHC community 

•  Train the next generation of top engineers and 
scientists. 
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 A World-Wide Collaboration 



How the Universe works 
and what is made of… 
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Fundamental Research 
•  Why do particles have mass? 
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Fundamental Research 
•  Why is there no antimatter left in the Universe?  

•  Nature should be symmetrical  
 

•  What was matter like during the first second of the 
Universe, right after the "Big Bang"?  
•  A journey towards the beginning of the Universe 

gives us deeper insight.  
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Fundamental Research 
•  What is 95% of the Universe made of? 
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The Large Hadron Collider (LHC)  

Largest machine in the world 
 27km, 6000+ superconducting magnets 

Emptiest place in the solar system  
 High vacuum inside the magnets 

Hottest spot in the galaxy  
 During Lead ion collisions create temperatures 100 000x hotter than the heart of the sun;  

Fastest racetrack on Earth 
 Protons circulate 11245 times/s (99.9999991% the speed of light)  
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The Large Hadron Collider (LHC)  



CERN’s Accelerator Complex 
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ATLAS Detector 

150 Million of sensor 
 Control and detection sensors 

Massive 3D camera 
 Capturing 40+ million collisions per second 
 Data rate TB per second 
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CMS Detector 

Raw Data  
 Was a detector element hint? 
 How much energy? 
 What time? 

Reconstructed Data 
 Particle Type 
 Origin 
 Momentum of tracks (4 vectors) 
 Energy in cluster (jets) 
 Calibration Information 
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CERN Control Centre 

CERN Accelerator Complex is unique installation 
 Therefore, we have to face unique challenges 

Control and Operations 
 Million of sensors, large number of control devices, front-end equipment, etc. 
 Many critical systems: Cryogenics, Vacuums, Machine Protection, etc.   



Data Analytics Challenges 
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Access System, 
527 

Controls, 158 

Cryogenics, 
655 

Electricity, 455 

Fluids, 657 

Other, 12 

Heavy 
Handling, 266 

Safety 
Systems, 233 

Technical 
Infrastructure, 

124 

LHC Corrective Intervention:  3087 / year  
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Data Analytics Challenges 
•  A look into the near Future 

•  LHC run 2 (2015) 
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2015 
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Data Analytics Challenges 
•  Profit from our data investment  

•  Extracting knowledge. 

•  Optimize our systems is mandatory 
•  Reducing and predicting faults and corrective interventions 
•  Increase the availability and operations efficiency  

•  Control and Monitoring Systems 
•  Proactive 
•  Predictive 
•  Intelligent 
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Data & Analytics Environment  
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CERN’s Data Analytics Use Cases 
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Network Monitoring for WLCG 

� WLCG relies heavily on the underlying 
networks 
¾Interconnect sites and resources 
 

21 November 2013 Simone.Campana@cern.ch – OPENLAB Workshop 2 

•  WLCG relies heavily on the underlying networks  
•  Network Monitoring WLCG 

•  Correlation in time and topology 
•  Real-Time Analytics  

•  Root Cause Analysis 
•  Early warning systems 
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CERN’s Data Analytics Use Cases 
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•  Intelligent Data Placement for CMS  
•  Resources optimization 

•  Minimize number of replicas 
•  Remove Obsolete 
•  Job time in data access  
•  Job time in data analysis  

•  Resources Prediction 

SDC

IT- SDC  D. Giordano 20 Nov 2013

CMS Computing Infrastructure

2

[CHEP2013 - The CMS Data Management System] 
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CERN’s Data Analytics Use Cases 
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•  CASTOR - CERN Advance Storage Manager  
•  CERN Mass Storage Solution 

•  Disk + Tapes 
•  12k disks, 30k tapes 

•  Expert system  
•  Spot ongoing incidents  

•  Predictive analysis 
•  Predict problem occurrences 
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CERN’s Data Analytics Use Cases 
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•  CASTOR – Anomaly Detection 
•  Data to be transferred 

•  Queue data  
•  Prediction Model 

•  Real - Prediction 
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CERN’s Data Analytics Use Cases 
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•   Control Systems 
•  Control system Health 

•  Gas Breakdown 
•  Predictive maintenance 

•  Cryogenics  
•  Vacuum 
•  Machine Protection 

•  Quench Detection  
 

Intel IoT Ignition Lab – Cloud and Big Data 
Munich, September 17th 



CERN Accelerators Control System 
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comprehensive set of metadata to dynamically filter 
the data of long-term interest. 

• A powerful distributed Java API is the sole means of 
extracting data from the databases, which includes a 
command line interface. Applications wishing to use 
the API must be pre-registered. At the time of writing 
there are 124 applications registered to a 
heterogeneous client community, which collectively 
account for an average of 5 million extraction 
requests per day. Direct SQL access is not permitted. 

• A generic Java GUI called TIMBER is also provided 
as a means to visualize and extract logged data.  The 
tool is heavily used, with more than 800 active users.  

 
Figure 2: Logging Vervice architecture overview. 

The Java APIs for both logging and extracting data are 
significantly optimized for performance, and more 
importantly – service stability.  For data extraction 
clients, the fact that database access is actually made in a 
distributed manner via a remote application server is 
hidden within the Java client API. 

High-availability (HA) is an essential requirement for 
the mission-critical LS, as such the MDB and LDB 
databases are run as 2-node Oracle RAC (Real 
Application Cluster) clusters, using mid-range Linux 
based machines. For performance reasons, only one node 
of the cluster is actually used to run the service at any 
given moment [2]. 

ACHIEVING SCALABILITY 
Combing the following facts, there should be no doubt 

that scalability has been successfully achieved so far: 
• With a throughput of 100 TB / year, the LS is 

dealing with data rates two orders of 
magnitude above the initial expectations. 

• The minimal, mid-range hardware used, has 
only been replaced twice in 10 years upon 
reaching end-of-life, and is currently running 
with low resource consumption (~10%). 

 
Achieving this scalability can be attributed to a number 

of points: 

A Good Database Design 
The database schema used is scalable by design [1] – 

not being affected by the need to log additional signals 
from new equipment, and exhibiting constant data 
extraction times independently of the number of logged 
records. 

Extensive Instrumentation 
All elements of the LS, from client libraries to database 

procedures have been heavily instrumented. This enables 
an understanding of how the LS is being used and 
performing, in terms of who, is doing what, from where, 
how it is being done, and how long things take [3]. 

Optimal Use of Software Technology 
The database model implementation, integrated 

business logic (written in PL/SQL), and the surrounding 
Java infrastructure interacting with the database has been 
engineered to use the most appropriate features from 
Oracle, to maximize performance [1], [2].  Knowing how 
the LS systems are being used (or misused) from the 
aforementioned instrumentation is vital in order to know 
which features and techniques to use to improve system 
performance.   

Data Quality Control & Filtering 
The MDB (introduced in 2005) has advanced data 

filtering capabilities when transferring data to the LDB 
for long-term storage.  Thanks to a significant human 
effort [4] to ensure appropriate per-signal filtering 
configurations, the MDB manages to reduce the data 
transferred to the LDB by 95% (2 TB / week), only 
persisting value-changes of long-term interest. 

RECENT / ON-GOING DEVELOPMENTS 
Flexible Data Lifetimes 

The initial idea in the LHC Logging Project to keep all 
logged data on-line beyond the LHC lifetime was aimed 
at simplifying the management of logged data over time, 
and was based on the assumption that 1 TB of data would 
be acquired per year. Some 12 years later, with data rates 
already at 50 TB / year stored, and expected to reach 300 
TB / year in 2015 (after the LHC long shutdown), it is no 
longer cost-effective to simply store all data indefinitely.  
The actual required data lifetimes vary greatly (from days 
to tens of years) according to the nature of the data. 

Developments are underway to provide a flexible 
means to configure scheduled removal of data on a per 
signal basis.  Although this may sound simple, due to the 
scalable database schema design and the optimizations in 
place for storage and backups [2], actually recovering 
space for re-use presents a significant challenge. 

One Logging Solution for All Data 
Until now, the LS has been comprised of the database 

centric solution described above, and an SDDS (Self 
Describing Data Sets) files based solution, with the latter 

Proceedings of ICALEPCS2013, San Francisco, CA, USA TUPPC028

Data Management and Processing

ISBN 978-3-95450-139-7

613 C
o

p
y

r
i
g

h
t

c �
2

0
1

4
C

C
-
B

Y
-
3

.
0

a
n

d
b

y
t
h

e
r
e
s
p

e
c
t
i
v
e

a
u

t
h

o
r
s

•  Close to 1 million pre-defined signals 
•  Cryogenics temperatures,  
•  Magnetic field strengths, Power dissipation, Vacuum Pressures,  
•  Beam intensities and positions…etc… 

•  About 5 million daily/average data requests 
•  Throughput over 100TB/Year, 300TB in 2015 
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Largest Cryogenics Installation 
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Cryogenics Training [13/04/11]   Enrique Blanco EN/ICE 

 

4.- Cryogenics Control System             Instrumentation 

"  Large number of sensors and actuators. 

"  Tunnel instrumentation exposed to radiation (custom 
development to withstand the hostile environment) 
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LHC cryogenics 
 standard cell  PI&D 

 (~100 meters) 

RadTol Signal Conditioners 

Profibus PA 
8 wires 

Instruments Range Total 
TT (temperature) 1.6- 300K 9500 
PT (pressure) 0-20 bar 2200 
LT (level) Various 540 
EH (heaters) Various 2500 
CV (Control Valves) 0 - 100 % 3800 
PV/QV (On Off Valves) -- 2000 
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Largest Cryogenics Installation 
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•  Study based on sectors 
§  L4, R4, L8 and R8. 

•  Sensor Outputs 
•  aperture order (%)  
•  aperture measured (%)  

•  Three different status: 
§  Faulty,  
§  Not faulty  
§  Unknown 
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Largest Cryogenics Installation 
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•  Signals used: 
•  S = aperture order - aperture measured  

•  Features extractions based on S 
•  Variance 
•  Percentile 99.9 
•  Rope distance – R(S) 

•  Noise Band – B(S) 
 

•  Automatic Faulty Valves Detection System 
•  SVM - Support Vector Machine 
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