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CERN is:

- ’? -~ 2500 staff scientists

at IS . (physicists, engineers,

)

~/. 7 - Some 6500 visiting

scientists (half of the
world's particle

 CERN is the world's largest particle physics centre ohysicists)
. . . They come from
 Particle phySICS IS about: 500 universities
- elementary particles and fundamental forces representing
 Particles physics requires special tools to create and study
new particles

« ACCELERATORS, huge machines able to speed up
particles to very high energies before colliding them into
other particles

« DETECTORS, massive instruments which register the
particles produced when the accelerated particles collide

80 nationalities.
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. Based on Advanced Technology

27 km of superconducting magnets
cooled in superfluid helium at 1.9 K

Luca Canali 5



L}
. |

a0
iz W

"
|

- I: I1

L




N 7 TeV Physics with LHC in 2010

Run Number: 152409, Event Number: 5966801
Date: 2010-04-05 06:54:50 CEST

' W-ev candidate in

7 TeV collisions
p,(e+) = 34 GeV

ne+)= -0.42

E ™ = 26 GeV

M. =57 GeV
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The LHC Computing Grid
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A collision at LHC
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from all sub-detectors




Tier 0 at CERN: Acquisition, First pass

processing
Starane & Distribiition

CERN Computer Centre
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GERn The LHC Computing Challenge

® Signal/Noise: 102 e
@ Data volume

¢ High rate * large number of channels
* 4 experiments

=>» 15 PetaBytes of new data each year

©@ Compute power

¢ Event complexity * Nb. events *
thousands users

=» 100 k of (today's) fastest CPUs
=» 45 PB of disk storage
® Worldwide analysis & funding

¢ Computing funding locally in major
regions & countries

7000 E

6000

5000

Events/500 MeV for 100 fb-1

4000

¢ Efficient analysis everywhere
=>» GRID technology

@ Bulk of data stored in files, a fraction
of it in databases (~30TB/year)
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V LHC data

LHC data correspond to about
20 million CDs each year!

Where will the
experiments store all of
these data?

Luca Canali
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CD stack with
1 year LHC data!
(— 20 Km)
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7 TierO—Tier 1 —Tier 2

Tier-0 (CERN):
Tier-2 Centres «Data recording

eInitial data
Tier-1 Centres reconstruction

- - - - 10 Gbit's links . eData distribution
. GridKa

llllllllll

Tier-1 (11 centres):
Permanent storage
*Re-processing
*Analysis

i, Pl el amn

Tier-2 (~130 centres):

e Simulation
* End-user analysis

rrrrrrr

o lis
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Databases and LHC

elational DBs play today a key role in the LHC
production chains

= online acquisition, offline production, data
(re)processing, data distribution, analysis

o« SCADA, conditions, geometry, alignment, calibration, file
bookkeeping, file transfers, etc..

= Grid Infrastructure and Operation services
* Monitoring, Dashboards, User-role management, ..
= Data Management Services
* File catalogues, file transfers and storage management, ...
= Metadata and transaction processing for custom tape
storage system of physics data

= Accelerator logging and monitoring systems

Luca Canali 15
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7 CERN Databases in Numbers

~/."

= CERN databases services — global numbers
= Global users community of several thousand users
= ~ 100 Oracle RAC database clusters (2 — 6 nodes)

= Currently over 3300 disk spindles providing more than
1PB raw disk space (NAS and SAN)

= Some notable DBs at CERN

= Experiment databases — 13 production databases
e Currently between 1 and 9 TB in size
* Expected growth between 1 and 19 TB / year

= LHC accelerator logging database (ACCLOG) — ~30 TB
* Expected growth up to 30 TB / year

= ... Several more DBs on the range 1-2 TB

Luca Canali
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7 Service Key Requirements

~/A

= Data Availability, Scalablility, Performance and
Manageability

= Oracle RAC on Linux: building-block architecture for CERN
and Tierl sites

= Data Distribution

= Oracle Streams: for sharing information between databases at
CERN and 10 Tierl sites

= Data Protection
= QOracle RMAN on TSM for backups

= Oracle Data Guard: for additional protection against failures
(data corruption, disaster recoveries,...)
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7 Hardware architecture

~/A

= Servers

= “Commodity” hardware (Intel Harpertown and Nahalem
based mid-range servers) running 64-bit Linux

= Rack mounted boxes and blade servers

= Storage

= Different storage types used:
 NAS (Network-attached Storage) — 1Gb Ethernet
 SAN (Storage Area Network) —4Gb FC

= Different disk drive types:
* high capacity SATA (up to 2TB)
* high performance SATA
 high performance FC

Luca Canali
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&) High Availability

~/A
= Resiliency from HW failures
= Using commodity HW
= Redundancies with software
* |ntra-node redundancy

= Redundant IP network paths (Linux bonding)

= Redundant Fiber Channel paths to storage
« OS configuration with Linux’s device mapper

» Cluster redundancy: Oracle RAC + ASM

= Monitoring: custom monitoring and alarms to on-call
DBAs

= Service Continuity: Physical Standby (Dataguard)
= Recovery operations: on-disk backup and tape backup

Luca Canali 20
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DB clusters with RAC

Applications are consolidated on large clusters per
customer (e.g. experiment)

Load balancing and growth:leverages Oracle
services

HA: cluster survives node failures
Maintenance: allows scheduled rolling interventions

Prodsys COOL

| Shared 2 |
Shared 1 Integration TAGS
ASM inst. ASM inst. ASM inst. ASM inst.
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Y Oracle’s ASM

= ASM (Automatic Storage Management)

e Cost: Oracle’s cluster file system and volume
manager for Oracle databases

* HA: online storage reorganization/addition
» Performance: stripe and mirroring everything

o Commodity HW: Physics DBs at CERN use
ASM normal redundancy (similar to RAID 1+0 across
multiple disks and storage arrays)

Luca Canali
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Storage deployment

= Two diskgroups created for each cluster

= DATA — data files and online redo logs — outer
part of the disks

= RECO - flash recovery area destination —
archived redo logs and on disk backups —
iInner part of the disks

= One failgroup per storage array
p

@

Failgroupl Failgroup?2 Failgroup3
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7 ASM scalabllity test results

~/A

= Big Oracle 10g RAC cluster built with mid-range 14 servers

= 26 storage arrays connected to all servers and big ASM
diskgroup created (>150TB of raw storage)

= Data warehouse like workload (parallelized query on all test
servers)

= Measured sequential 1/O
 Read: 6 GB/s Lo~
« Read-Write: 3+3 GB/s
= Measured 8 KB random /O
- Read: 40 000 IOPS A,

= Results — “commodity” hardware can scale on Oracle RAC
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~/A

Tape backups

= Main ‘safety net’ against failures
= Despite the associated cost they have many

advantages:

Tapes can be easily taken offsite
Backups once properly stored on tapes are quite reliable
If configured properly can be very fast

Metadata

\ A4

Payload ‘

Media
Manager
Server

Database

Q9O
OO0

Tape drives
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7 Oracle backups

~/A

= Oracle RMAN (Recovery Manager)
= Integrated backup and recovery solution

= Backups to tape (over LAN)
 The fundamental way of protecting databases against failures
 Downside — takes days to backup/restore multi TB databases

= Backups to disk (RMAN)

» Dally updates of the copy using incremental backups

* On disk copy kept at least one day behind - can be used to
address logical corruptions
» Very fast recovery when primary storage is corrupted
— Switch to image copy or recover from copy
» Note: this is a ‘cheap’ alternative/complement to a standby DB

Luca Canali 27



y Tape B&R strategy

N/
= Incremental backup strategy example:

= Full backups every two weeks

backup force tag ‘full_backup tag’ incremental level O check logical
database plus archivelog;

= Incremental cumulative every 3 days

backup force tag ‘incr_backup_tag' incremental level 1 cumulative for
recover of tag ‘last_full _backup tag' database plus archivelog;

= Dally incremental differential backups

backup force tag ‘incr_backup_tag' incremental level 1 for recover of
tag ‘last_full_backup_tag' database plus archivelog;

= Hourly archivelog backups
backup tag ‘archivelog backup_tag' archivelog all;

= Monthly automatic test restore

Luca Canali 28



7 Backup & Recovery
N/

= On-tape backups: fundamental for protecting data, but
recoveries run at ~100MB/s (~30 hours to restore
datafiles of a DB of 10TB)

= Very painful for an experiment in data-taking

= Put in place on-disk image copies of the DBs: able to
recover to any point in time of the last 48 hours activities

= Recovery time independent of DB size

Luca Canali 29



CERN implementation of MAA

; WAN/Intranet

Users and
applications
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7 Service Continuity
N/

= Dataguard
= Based on proven physical standby technology

= Protects from corruption of critical production DBs (disaster
recovery)

= Standby DB apply delayed 24h (protection from logical
corruption)

= Other uses of standby DBs

= Standby DBs can be temporarily activated for testing
» Oracle flashback allows simple re-instantiation of standby after test

= Standby DB copies used to minimize time for major changes
« Standby allows to create and keep up-to-date a mirror copy of production

 HW migrations
— Physical standby provides a fall-back solution after migration

* Release upgrade
— Physical standby broken after intervention

Luca Canali 31
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7 Software Technologies — replication
~y

= QOracle Streams - data replication technology

= CERN -> CERN replication
* Provides production systems’ isolation
= CERN -> Tierls replication

» Enables data processing in Worldwide
LHC Computing Grid

CAPTURING 1266 85 LCRs/s
PROPAGATING 1401 .72 LCRs/s
APPLYING 905.5 LCRs/s

e
e

CAPTURING 1266 85 LCRs/s
PROPAGATING 1306 .49 LCRs/s
APPLYING 1012 .83 LCRs/s

CAPTURING 1266 85 LCRs/s
PROPAGATING 1248.9 LCRs/s
APPLYING 1321 .46 LCRs/s

CAPTURING 1266 85 LCRs/s
PROPAGATING 1094.78 LCRs/s
APPLYING 1009 6 LCRs/s

CAPTURING 420.5 LCRs/s
PROPAGATING 419.79 LCRs/s CAPTURING 1266 85 LCRs/s

= APPLYING 213 38 LCRs/s PROPAGATING 107067 LCRs/s -
ATONRLEGERN, T APPLYING 1013 81 LCRs/s 3(F|
CAPTURING 896.32 LCRs/s
PROPAGATING 1229.55 LCRs/s " 2 CAPTURING 1266 85 LCRs/s
w' ATL EN. ATLD: RN. PROPAGATING 1171 61 LCRs/s
. APPLYING 777.52 LCRs/s
CAPTURING 22.86 LCRs/s ATLR.CERN.CH \b P
: PROPAGATING 22 72 LCRs/s
~ APPLYING 25.01 LCRs/s Instance 1 CAU 10% CAPTURING 1266 85 LCRS/S GR‘(GEM
3@ I Pl 2791 PROPAGATING 1212 3 LCRs(s

Instance 4: CPU 19% APPLYING 996.96 LCRs/s

Instance 5: CPU 55%
)
CAPTURING 1266 85 LCRs/s AL (
PROPAGATING 111291 LCRs/s

APPLYING 1011 .18 LCRs/s

2
CAPTURING 1266 .85 LCRs/s SQR‘FHE
PROPAGATING 1377 68 LCRs/s
APPLYING 1138.1 LCRs/s

>
T F {C
CAPTURING 1266 85 LCRs/s  *
PROPAGATING 1091 96 LCRs/s
APPLYING 1026.32 LCRs/s
>
= i
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7 Downstream Capture

Downstream capture to de-couple Tier O production
databases from destination or network problems

= source database availlability is highest priority

* Optimizing redo log retention on downstream database
to allow for sufficient re-synchronisation window

— we use 5 days retention to avoid tape access
« Dump fresh copy of dictionary to redo periodically
e 10.2 Streams recommendations (metalink note 418755)

Source Dow! y : @@‘ Target
g
| ]

Database Database

33
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Y Application Deployment Policy
N/

» Policies for hardware, DB versions, applications testing

« Application release cycle

EE RE EE

Development service Validation service Production service

_==

« Database software release cycle

/Productlon service
‘1

Validation service
Version n+1 Production service

Version n+1
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y Patching and Upgrades
N AL

= Databases are used by a world-wide community:
arranging for scheduled interventions (s/w and h/w
upgrades) requires quite some effort
= Services need to be operational 24x7

= Minimize service downtime with rolling upgrades
and use of stand-by databases

- 0.04% services unavailability = 3.5 hours/year
- 0.12% server unavailability = 9.5 hours/year (Patch deployment, hardware)

Luca Canali 36



Y DB Services Monitoring
N/

= Grid control extensively used for performance tuning
= By DBAs and application ‘power users’

= Custom applications
= Measure of service availability

* Integrated to email and SMS to on-call
= Streams monitoring
= Backup job scheduling and monitoring
= ASM and storage failures monitoring

= Other ad-hoc alarms created and activated when needed

» For example if a repeated bug hits production and need several
parameters need to be checked as a work-around

= Weekly report on the performance and capacity used Iin
production DB is sent to ‘application owners’

Luca Canali
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Oracle EM and Performance

~/A

Troubleshooting

= QOur experience: simplify tasks and leads to correct
methodology for most

C L& Enterprise Manager 10g

Cluster test1 > Cluster Database: testl.cern.ch
Active Sessions Working: CPU Use
Click on the band below the chart to change the

> Database Instance: testl.cern.ch test13 >
d

time period for the detail section below.

tuning tasks:

Deployments

Switch Database

Setup

Compliance

Helo Logout
Reports

Logged in As SYSTEM

Instance[ test1_cern.ch_test13

Co

Wiew Data| Real Time: Manual Refresh =1
7.1
E .0
2 50
2
& 40
2 zo [ CFU Used
=}
T 2.0
1.0
oo PN S W 200 .
"2:5232:55 4:00 4:05 1o 15 2 4:25 4:z0 4:35 4:40 4:45 450
Mow 10, 2008
[ |
Detail for Selected 5§ Minute Interval
Start Time MNowv 10, 2008 4:35:20 PM MET
Top Working SQL Top Working Sessions
(_Schedule SQL Tuning Adwisor ) (_Create SQL Tuning Set ) View ITUp Sessions I
Select All | Select None [Activity (%) Session ID___ |[User Name [Program
Select[Activity (%)~ [saL 1D [saL Type | — 1336 836 MON_TST W java@pcdave (THNS V1-V3)
C o sssssssssss— 3599 gocdyZ2att81563 SELECT — 861 MOMN_TST_WW java@pcdave (THS W1-W3)
T — 2650 dutaaBu3BEimg SELECT =i 827 MON_TST W java@pcdave (TNS W1-V3)
[l 2617 ccTz9zTyvkid5s SELECT e 3 03 842 MOMN_TST_WW java@pcdave (THNS WV1-V3)
I~ 6 cefzfzfykidis
T — 10 91 ObwwETygsBsdt SELECT —— 1 2-81 838 MOM_TST WV Java@pedave (TNS V1-V3)
11.40 843 MOMN_TST W d NS V1-V3
O 22 3ivi0zblakohe SELECT I 843 MON_TST W java@pedave (T )
= " R SELECT e 7 29 848 MOMN_TST W java@pcdave (THNS W1-W3)
. p <8k0dviq .
! = = e —T T3 847 MOM_TST W java@pcdave (TNS W1-W3)
= 22uufBgbgacd SELECT | .22 882 SYS oracle@itrac326.cern.ch (LMON}

Add

onal Monitoring Links

Total Sample Count: $17

Top Sessions and Top SQL data frem ASH can be found on the Top Activity page.

* Top Activity

e Top Consumers

= Duplicate SQl

= Blocking Sessions

Copyright © 199§, 2007, Oracle. All rights reserved.

= Hang Analysis
= Instance Locks

= Instance Activity

= Baseline Mormalized Metrics

Home | Targets | Deployments | Alerts

| Compliance | Jobs | Repors | Setup

| Preferences

Oracle, JD Edwards, PeopleScft, and Retek are registered trademarks of Oracle Cerperation and/or its affiliates. Other names may be trademarks of their respective owners.

About Oracle Enterprise Manager

« Search Sessions
= Snapshots
= SQl Tuning Sets

| Help | Logout

Total Sample Count: 821
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) 3D Streams Monitor - Mozilla Firefox

it~ Wew History Bookmarks Jools Heip ~— s dawid. wojci

Monitor ~|Maps ~[DBs ~

Al ~|ALICE = _ 3 3D S5treams Monitor 5] o
. . .
fioniior ~ e DBs = |Steams ~jGraphs ~ jErrors = jAvailability = | Hislory = jReporis = |
ATLAS ~|CMS -] = INEW ~|TE3T ~|

nstancs 1: CPJ 4%
LCRs nstance 2: CPJ 3%

T
CAPT.IRING 35| CRals 2 e

PROPAGATING .3 CRsis _ Tl i ] A B
APPLYING.3LCRs's i@ 0 . =
T o -

PROPAGATING 34 TR/ e AL A I

) APPLYING 12.62 LORs/s

,,,,,,,,,,,,,,,,, i -, o
—
BERN) ~ _CAPTJRING 35 LCRss . el
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AWR repository for capacity
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= We keep a repository from AWR of the metrics of interest
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~/A

Storage monitoring

= ASM instance level monitoring

Cluster: rac9 - RAC for GRID applications (monitoring enabled) isst updste: 2008-11-25 1748

= Storage leve

rstorad3

FW Version: 3.47B.06
Seq Optimize: Disable

Slot | LD |LUNs | Size Speed | Status
1 0| 01 |238470|150ME| On-Line
2 238470|150MEB| Frmt |
3|2 3 |238470|150ME | On-Line
413 4 |238470|150MB | On-Line
5|4 9 |238470|150ME|On-Line
6 | 5 6 |238470|150ME| On-Line
T |6 7 |238470|150ME | On-Line
B |7 & |238470|150ME| On-Line

monitoring

Disk Groups
RACY9_DATADG1|RACY_DATADG1|RACY9_DATADG1|RACY9_DATADG1|RACY_DATADG1|RAC9_RECODG1|RACY_RECODG1|RACY_RECODG1 |RACY_RECODG1|RACY_RECODG1 | RACY_RECODG1|RACS_RECODG1
RSTORG10 RSTOR611 RSTORG12 RSTORG13 RSTOR614 RSTORG10 RSTOR611 RSTORG12 RSTORG13 RSTOR614 RSTORG15 RSTORG16
R“'L‘T;:“: 16 16 16 16 16 16 16 16 16 16 2 2
(failgroups) (RSTORE10) (RSTOR611) (RSTOR612) (RSTOR613) (RSTOR614) (FG1) (FG1) (FG1) (FG1) (FG1) (FG2) (FG2)
gridr1 (racn04)
gridr2 (racn605) —
) oK oK 15 outof 16 oK 15 outof 16 \% oK 15 outof 16 oK oK oK oK
gridr3 (racng12)
gridréd (itrac613)

new disk installed on
RSTOR903 slot 2

Luca Canali
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y Security
N/

= Schemas setup with ‘least required privileges’

= account owner only used for application upgrades

= reader and writer accounts used by applications

= password verification function to enforce strong passwords
= Firewall to filter DB connectivity

= CERN firewall and local iptables firewall

= QOracle CPU patches, more recently PSUs
= Production up-to-date after validation period
= Policy agreed with users

= Custom development

= Audit-based log analysis and alarms
= Automatic pass cracker to check password weakness

Luca Canali
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y DBAs and Data Service Management
N/

= CERN DBAs

= Activities and responsibilities cover a broad range of the
technology stack

= Comes natural with Oracle RAC and ASM on Linux
= |n particular leveraging on lower complexity of commodity HW

= Most important part of the job still interaction with the customers
= Know your data and applications!

= Advantage: DBAs can have a full view of DB service from
application to servers

Luca Canali 43
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7 Upgrade to 11gR2

~/A

= Next ‘big change’ to our services

= Currently waiting for first patchset to open development
and validation cycle

= Production upgrades to be scheduled with customers

= Many new features of high interest
= Some already present in11gR1
Active Dataguard
Streams performance improvements
ASM manageability improvements for normal redundancy
Advanced compression

Luca Canali 45



7 Active Dataguard

~/A

= QOracle standby databases can be used for read-only
operations

= Opens many new architectural options

= We plan to use active dataguard instead of streams for
online to offline replication

= Offload production DBs for read-only operations

= Comment: active dataguard and RAC have a considerable
overlap when planning a HA configuration

= We are looking forward to put this in production
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Y ASM Improvements in 11gR2
N/

= Rebalancing tests showed big performance
Improvements (a factor four gain)
= EXxcessive re-partnering of 10g and 11gR2 fixed

= |ntegration of CRS and ASM
= Simplifies administration
= |Introduction of Exadata which uses ASM In

normal redundancy
= Development benefits ‘standard configs’ too ©

= ACFS (cluster file system based on ASM)
= performance: faster than ext3,
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7 Streams 11gR2

= Several key improvements:

= Throughput and replication performance has
Improved considerably

= 10x improvements in our production-like tests
= Automatic split and merge procedure
= Compare and Converge procedures

Luca Canali
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7 Architecture and HW

~/A

= Servers cost/performance keeps improving
= Multicore CPUs and large amounts of RAM
= CPU-RAM throughput and scalability also improving
= EXx: 64 cores and 64 GB of RAM are Iin the
commodity HW price range
= Storage and interconnect technologies less
straightforward in the ‘commodity HW’ world

= Topics of interest for us
= SSDs
= SAN vs. NAS
= 10gbps Ethernet, 8gbps FC
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7 Backup challenges

~/A

= Backup/recovery over LAN becoming problem with
databases exceeding tens of TB

= Days required to complete backup or recovery
=  Some storage managers support so-called LAN-free backup
» Backup data flows to tape drives directly over SAN
* Media management server used only to register backups
* Very good performance observed during tests (FC saturation, e.g. 400MB/s)

= Alternative — using 10Gb Ethernet
1GbE Metadata

viv
1

|

II_

‘ ‘ Backup data

FC m
rc W i
[ T T Media Manager
':i ':! ':! Server m

Database Tape drives

Luca Canali 50



7 Data Life Cycle Management

~/A

= Several Physics applications generate very large data sets
and have the need to archive data
= Performance-based: online data more frequently accessed

= Capacity based: Old data can be read-only, rarely accessed, in some
cases can be put online ‘on demand’

= Technologies:
= Oracle Partitioning: mainly range partitioning by time
= Application-centric: tables split and metadata maintained by the
application
= Qracle compression

= Archive DB initiative: offline old partitions/chunks of data in a
separate ‘archive DB’
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@ Conclusions

~/A

= We have set up a world-wide distributed database
Infrastructure for LHC Computing Grid
= The enormous challenges of providing robust, flexible and
scalable DB services to the LHC experiments have been met
using a combination of Oracle technology and operating
procedures
= Notable Oracle technologies: RAC, ASM, Streams, Data Guard
= Developed in-house relevant monitoring and procedures

= Going forward

= Challenge of fast growing DBs
= Upgrade to 11.2
= Leveraging new HW technologies
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