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Largest I\/Iachlne on Earth




9,600 superconducting magnets direct the beam
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Pressure Is 10 times less than on the moon




Coldest Temperature
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120 tonnes of liquid helium for cooling to -271°C
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LHCb Experiment
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Innovations




Worldwide LHC Computing Grid

TIER-0 (CERN):

data recording,
reconstruction and
distribution

TIER-1:

permanent storage,
re-processing,
analysis

TIER-2:

Simulation,
end-user analysis

Tier-2 sites
(about 160)

Tier-1 sites

10 Gbis links

nearly 170 sites,
40 countries

~350'000 cores

500 PB of storage

> 2 million jobs/day

10-100 Gb links




Compute Growth Outlook

The outline LHC schedule out to 2035 presented by Frederick Bordry to the SPC and FC June 2015 can be found here
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Shutdown/Technical stop
Protons physics
Commissioning

lons
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... and 400PB/year by 2023







Expanded Facilities in Hungary
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O’Rellly Consideration

O'REILLY

Managing OpeﬁStaCk
Infrastructure Operations Guide
with Puppet SRR R

T Fifield, Duane Fleming, Anne Gentle,
) Lorin Hochsten, Jorathan Proibx
O'REILLY Fetiries Fewye Everett Toews & Jog Tegjian
Coymt gl Wt ol




Job Trends Consideration

0.08

S 007

['}]

2

= 0.06

0

o

a 005

e

(®)]

£ 0.04

L

)

S 003

©

o 002

o

=

8 001

[14]

O _’W/W

U_OU —M / \
2012 2013 2014 2015 2016

From Indeed.com

&)

| OpenStack

CloudStack I OpenNebula Eucalyptus

N/



CERN Tool Chain

\ Q}glt openstack
puppet @ g hedogp
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CERN OpenStack Project

July 2013 February 2014 October 2014 March2015 September 2015 May 2016
CERN OpenStack ~ CERN OpenStack CERN OpenStack CERN OpenStack  CERN OpenStack CERN OpenStack
Production Service ~ Havana Release Icehouse Release  Juno Release Kilo Release ongoing Liberty
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5April 2012 27 September 2012 4 April 2013 17 October 2013 17 April 2014 16 October 2014 30 April 2015 ! 15 October 2015 !
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ESSEX FOLSOM GRIZZLY HAVANA ICEHOUSE JUNO KILO LIBERTY
Nova (*) Nova () Nova Nova Nova Nova Nova Nova
Glance (¥ Glance (* Glance Glance Glance Glance Glance Glance
Horizon (¥) Horizon (*) Horizon Horizon Horizon Horizon Horizon Horizon
Keystone (*) Keystone (*) Keystone Keystone Keystone Keystone Keystone Keystone
Neutron (¥)
Cinder Cinder Cinder Cinder
Ceilometer (¥) Ceilometer (*) Ceilometer Ceilometer Ceilometer Ceilometer
Heat (*) Heat Heat
Rally (*) Rally Rally

Magnum (*)
Barbican (*)

(*) Pilot




Not Just The Software

. Metering _
Upstream OpenStack on its i T e
own does not give you a cloud and slertig Remediaton
service Cloud s
service! High Config Rgsource
availability management Lifecycle
e.g. )
g prorl_esgsing onblg;%ing
- 200 people arrive and leave s
_ OpenStack
CERN / month Vet APls
Network o
. . design
- User skill levels vary widely - Upgrades
monltorlng Netfinfo
- Application range from
server consolidation, dev/test Alerting
to production compute e .. | o

experience

Subbu Allamaraju @ eBay




Cores

OpenStack@CERN Status

250,000

200,000

150,000

100,000

50,000

Total Coresin OpenStack Clouds at CERN

BT B ATLASHLT

B CMS HLT B ALICE HLT

In production:

4 clouds
>200K cores
>8,000 hypervisors

~60,000 additional
cores being installed
in Q2 2016

90% of CERN'’s
compute resources
are now delivered on
top of OpenStack



Cultural Change Impact
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Compression

Elongation

Move to Agile technologies brings

great benefits
 Reduced deployment time
« Continuous integration validation
e Flexibility

Don't forget Hooke’s Law (adapted)
* Under load, an organisation can
extend proportional to external force
 Too much load leads to permanent
deformation

Ensure the tail is moving fast as well

as the head
« Application support
e Cultural challenges
* Process change




Communities Encourage Change

- Open source collaboration
sets model for in-house
teams

. External recognition by the
community is highly
rewarding for contributors

- Reviews and being reviewed
IS a constant learning
experience

- Operator sharing is much
more than just OpenStack

Paris 2014




Deployment Models

o SKkills

e Culture

* Need for Speed
e Risk Appetite




Keeping Up with Releases




Users and Technology




When it's not on the menu?

You wemnt e}
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Nova Cells

Top level cell
« Runs API service
« Top cell scheduler

Child cells run
« Compute nodes
« Nova network
« Scheduler
« Conductor

Version 2 coming
. Default for all

AP Cell




Onwards Federated Clouds

A»

N\ em
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Public Cloud such Many Others »
on Their Wa
as Rackspace or IBM y CERN
openlab
NecTAR
Australia
(I rackspace.
thw open cloud company

ALICE Trigger

Brookhaven
National Labs
9K cores
INFN
Italy ATLAS Trigger CMS Trigger
28K cores 13K cores

Avallable in standard OpenStack since Kilo
\/_w/

CERN Private Cloud
160K cores

NS



Containers on Clouds B e

i open cliowd company

CERN
openlab INDIGO - DataCloud
Better Software for Better Sclence

For the user ——
Higgs decay to two photons
. I n te raCt I Ve The Standaed Mocel pradicted the decay of the Hggs Do 15 10 Photons. THe process is depictad by he dQrams below
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- Choice

For IT
- Timely!
« Secure

This ROOTBA0K Bustrates SN SN PROCHIE MM 0 5 43entfy e péak dus 1 e HIQGS BOSON deciry over the

. Man aged foditegoorl L

Importing input data into a ROOT file

51 0¢ 3l W Import Bhe Inpart 13, Rete SIMpRScaly $oned into 3 beat e, %o 3 ROOT Sie

- Integrated

CERN now runs Magnum on the production cloud




Outlook for next 12 months

Scale out

e Another ~100K cores end 2016

« Further significant retirements and migrations
Consolidate

« EC2 API project

« Nova network to Neutron

Enhance

« Kubernetes,Mesos,Swarm containers for all

« Bare metal (Ironic) and Workflow (Mistral) to pilot
« Accounting / Fleet Management

Investigate further capacity options

« Public clouds




Summary

- OpenStack at CERN has been In
production for 3 years

- Major cultural and technology changes
have been successfully addressed

- Contributing back upstream has led to
sustainable tools and effective technology
transfer

This transformation would not have been
possible without community contribution
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Thanks to all of you for contributing!

Thanks to the CERN IT team and
Francois Briard from CERN
communications

02/06/2016 OpenStack Israel 2016



http://openstack-in-production.blogspot.fr/

Some history of scale...

Date Collaboration Data volume, archive

sizes technology
Late 1950’s 2-3 Kilobits, notebooks For c’omparlson:

1990’s: Total LEP data set

1960’s 10-15 kB, punchcards ~few TB
1970's ~35 MB, tape |
1980’s ~100 GB, tape, disk
1990’s ~750 TB, tape, disk

2010's ~3000 PB, tape, disk




Transfered Data Amount [ TB )
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5,000
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500 II

CERN New data

27 PB

M alice

23 PB = ans

M atlas

B cms

15 PB =k
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W nas1
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2009 2010 2011 2012 2013
Time
CERN Archive
>100 PB
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1% | Big Data in 2012

Cangrest

Business emails sent
A000PBfyear
(Doesn’t count; not managed as
a coherent data set)

In 2012: 2800 exabytes
created or replicated
1 Exabyte = 1000 PB

~14x growth
expected 2012-2020

Climate

o Facebook uploads

1B0PB/year
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CERN MEYRIN
DATA CENTRE

httpi//goo.gl/maps/K5SoG
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Public Procurement Cycle

Step Time (Days)

User expresses requirement

Market Survey prepared 15
Market Survey for possible vendors 30
Specifications prepared 15
Vendor responses 30
Test systems evaluated 30
Offers adjudicated 10
Finance committee 30
Hardware delivered 90
Burn in and acceptance 30 days typical with 380 worst case
Total

Elapsed (Days)

0
15
45
60
90

120
130
160
250
280

280+ Days




Good News, Bad News

e Additional data centre in Budapest now online
 Increasing use of facilities as data rates increase

But...

o Staff numbers are fixed, no more people

e Materials budget decreasing, no more money
e Legacy tools are high maintenance and brittle
o User expectations are for fast self-service
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Innovation Dilemma

- How can we avoid the sustainabllity trap ?
«  Define requirements
« No solution available that meets those requirements
«  Develop our own new solution
«  Accumulate technical debt

- How can we learn from others and share ?
«  Find compatible open source communities
e  Contribute back where there is missing functionality
«  Stay mainstream

Are CERN computing needs really special ?
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Data flow to permanent storage: 4-6 GB/sec [

CERN Computer Centre
L
1-2 GB/sec
1.25 GB/sec

1-2 GB/sec



The largest detectors




CERN's Accelerator Complex

CMS

LHC Noﬂhl.ﬁum

SPS

ATLAS
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http://www.awst.at/en/index.html

Investigations

>

COVPLEX|TY

Support CERN'’s scientific
computing programme

.
1BM
HN=-2
’_Azure
ctoudsisna AL
' —Systems
—p—
012 2014 201§ 2016

H ZLIX
Ui

THESCIENCECLOUD

HN - Helix Nebula

* Partnership between research
organization and European
commercial cloud providers

* EC co-funded joint Pre-Commercial Procurement (PCP) project: https://indico.cern.ch/event/319753
** Other work has been conducted outside CERN, such as the Amazon Pilot project at BNL for ATLAS 49



https://indico.cern.ch/event/319753
http://iopscience.iop.org/article/10.1088/1742-6596/664/2/022038/pdf

Tier O

MEYRIN DATA CENTRE WIGNER DATA CENTRE NETWORK AND STORAGE
last_value last_value last_value
® Number of Cores in Meyrin 151,107 MNumber of Cores in Wigner 43,328 @ Tape Drives 104
@ Number of Drives in Meyrin 83,702 Number of Drives in Wigner 23,180 @ Tape Cartridges 20,517
@ Number of 10G NIC in Meyrin 9,305 Number of 10G NIC in Wigner 1,399 @ Data Volume on Tape (TB) 140,608
® Number of 1G NIC in Meyrin 23,641 Numer of 1G NIC in Wigner 5,087 @ Free Space on Tape (TB) 44,024
® Number of Processors in Meyrin 25,207 Number of Processors in Wigner 5,418 @ Routers (GPN) 140
@ Number of Servers in Meyrin 13,373 Number of Servers in Wigner 2,712 @ Routers (TN} 20
® Total Disk Space in Meyrin (TB) 175,893 Total Disk Space in Wigner (TB) 71,738 ® Routers (Others) 107
® Total Memory Capacity in Meyrin (TB) 613 Total Memory Capacity in Wigner (TB) 172 @ Switches 3,708
BATCH JOBS (#) FILE TRANSFER THROUGHPUT (GB/S) WIGNER NETWORK LINKS (GBIT/S)
OTHER @ ATLAS @ OMS @ ALICE @ LHCB per 3h | (5040 hits} ® ATLAS @ CMS @ ALICE @ LHOB per 3h | (8042 hits) @ OUT (GEANT) & OUT (T-Systems) @ IN (BEANT) © IN (-Systems) per 3h |
200 K 12GB (2684 hits)
96 GB

150 K

BGB
v
64 GB Al Y A __
4GB / fYv V NS g
32GB oA A e LA
hi 0B
00:00 00:00 00:00 00:00 0:0:00 00:00
05-18 05-20 05-22 05-18 05-20 05-22 a8
00:00 00:00 00:00

05-18 05-20 05-22




Run 2 has only just started

- Hint of an excess with diphoton mass of 750 GeV
Seen by ATLAS and CMS - coincidence or a new signal?

> 10t g L N L B B Preliminary
15} ATLAS Preliminary . Data —_ T
& 10° ' % EBEB ¢ Data
2 E — Background-only fit E (05 0 Fit model
:>j 102 _ Spin-0 Selection —;. N = o
- Vs=13TeV, 3.2 fb" s P =20
10 E E E 10 =
C ] > -
= - L C
1= E B
E E 1=
10‘% -
e N T S (ST SN SN (NS T SN Y SO SN SN T T SN SR TSN SO S NN SO SR S NS B | | | ;
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